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ABSTRACT

Regression analysis is a statistical tool usually used to study the relationship between a dependent variable and independent variables. The classical linear regression model (CLRM) and Generalized Linear Regression Model (GLRM) are examples of regression analysis techniques. The Ordinary Least Squares (OLS) and the Maximum Likelihood Estimator (MLE) are used in estimating parameters in CLRM and GLRM respectively when there is no violation of any assumptions made on the models. Recent researches have shown that time series variables and economic variables grow together which results into the problem of multicollinearity. The aim of this study was to develop some estimators to address multicollinearity problem in CLRM and GLRMs more efficiently. The objectives were to propose some ridge estimators and their parameters by modifying the KL estimator; compare performances of the proposed ridge estimators and their ridge parameters with some existing ones; identify the ridge parameters that are more efficient; and apply the estimators to real life data sets.

The Kibria Lukman (KL) estimator recently developed was modified by replacing the with and a new Modified KL (MKL) estimator was obtained. New generalized versions of the shrinkage parameters were developed from the KL and MKL parameters. These generalized ridge parameters were further considered in forms of minimum, maximum, median, mid-range, arithmetic mean, geometric mean and harmonic mean of the eigen values of the design matrix to obtain other generalized and ordinary ridge parameters. The new estimator and different versions of the shrinkage parameters were introduced to the Linear, Poisson and Logistic regression models and their performance examined through Monte Carlo simulation study and real life data sets.

The MRKLHM, GMKL1AM and the MAMKL2 with frequency of 142, 57 and 132 were selected for KL, MKL1 and MKL2 respectively as the best performing parameters in the linear regression model. The MAMKL2 consistently performed well in a simulation and real life study. The GMKLHM, MNMKL1 and GMMKL2GM with frequency of 34, 58 and 39 were selected for the KL, MKL1 and MKL2 estimators respectively for the Poisson regression model. The GMKLHM parameter showed more consistency and efficiency in the simulation and real life study. The MAKLMN, GMKL1MN and AMMKL2HM were selected with frequency of 20, 20 and 19 for the KL, MKL1 and MKL2 estimators respectively for the logistic regression model. The AMMKL2HM parameter performed consistently and efficiently in the simulation and real life study.

The parameter(s) with highest frequency after being ranked between 1 and 10 for the KL and MKL estimators were considered the most efficient parameters for the KL and MKL estimators respectively. The different forms and types of these ridge parameters for KL, MKL1 and MKL2 were extended to the Poisson and logistic regression models. Versions of MKL2 ridge parameter that performed well for the Linear and Logistic regression models could be adopted for estimating parameters in the presence of multicollinearity while the versions of KL ridge parameter that performed well for the Poisson regression model could be used for parameter estimation in the presence of multicollinearity.

**Word Count: 500 words.**
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GMMKL1 Geometric Mean of Modified Kibria Lukman 1 parameter.

GMMKL1AM Geometric Mean of Modified Kibria Lukman 1 with Arithmetic Mean of .

GMMKL1MN Geometric Mean of Modified Kibria Lukman 1 with Minimum of .

GMMKL1MA Geometric Mean of Modified Kibria Lukman 1 with Maximum of .

GMMKL1MR Geometric Mean of Modified Kibria Lukman 1 with Midrange of .

GMMKL1MD Geometric Mean of Modified Kibria Lukman 1 with Median of .

GMMKL1GM Geometric Mean of Modified Kibria Lukman 1 with Geometric Mean of .

GMMKL1HM Geometric Mean of Modified Kibria Lukman 1 with Harmonic Mean of .

HMMKL1 Harmonic Mean of Modified Kibria Lukman 1 with Arithmetic Mean of .

HMMKL1AM Harmonic Mean of Modified Kibria Lukman 1 with Arithmetic Mean of .

HMMKL1MA Harmonic Mean of Modified Kibria Lukman 1 with Maximum of .

HMMKL1MN Harmonic Mean of Modified Kibria Lukman 1 with Minimum of .

HMMKL1MR Harmonic Mean of Modified Kibria Lukman 1 with Midrange of .

HMMKL1MD Harmonic Mean of Modified Kibria Lukman 1 with Median of .

HMMKL1GM Harmonic Mean of Modified Kibria Lukman 1 with Geometric Mean of .

HMMKL1HM Harmonic Mean of Modified Kibria Lukman 1 with Harmonic Mean of .

GMKL2 Generalized Modified Kibria Lukman 2 parameter.

MKL2AM Modified Kibria Lukman 2 with Arithmetic Mean of .

MKL2MN Modified Kibria Lukman 2 with Minimum of .

MKL2MA Modified Kibria Lukman 2 with Maximum of .

MKL2MR Modified Kibria Lukman 2 with Midrange of .

MKL2MD Modified Kibria Lukman 2 with Median of .

MKL2GM Modified Kibria Lukman 2 with Geometric Mean of .

MKL2HM Modified Kibria Lukman 2 with Harmonic Mean of .

AMMKL2 Arithmetic Mean of Modified Kibria Lukman 2.

AMMKL2AM Arithmetic Mean of Modified Kibria Lukman 2 with Arithmetic Mean of .

AMMKL2MN Arithmetic Mean of Modified Kibria Lukman 2 with Minimum of .

AMMKL2MA Arithmetic Mean of Modified Kibria Lukman 2 with Maximum of .

AMMKL2MR Arithmetic Mean of Modified Kibria Lukman 2 with Midrange of .

AMMKL2MD Arithmetic Mean of Modified Kibria Lukman 2 with Median of .

AMMKL2GM Arithmetic Mean of Modified Kibria Lukman 2 with Geometric Mean of .

AMMKL2HM Arithmetic Mean of Modified Kibria Lukman 2 with Harmonic Mean of .

MNMKL2 Minimum of Modified Kibria Lukman 2 parameter.

MNMKL2AM Minimum of Modified Kibria Lukman 2 parameter with Arithmetic Mean of .

MNMKL2MN Minimum of Modified Kibria Lukman 2 with Minimum of .

MNMKL2MA Minimum of Modified Kibria Lukman 2 with Maximum of .

MNMKL2MR Minimum of Modified Kibria Lukman 2 with Midrange of .

MNMKL2MD Minimum of Modified Kibria Lukman 2 with Median of .

MNMKL2GM Minimum of Modified Kibria Lukman 2 with Geometric Mean of .

MNMKL2HM Minimum of Modified Kibria Lukman 2 with Harmonic Mean of .

MAMKL2 Maximum of Modified Kibria Lukman 2 parameter.

MAMKL2AM Maximum of Modified Kibria Lukman 2 with Arithmetic Mean of .

MAMKL2MN Maximum of Modified Kibria Lukman 2 with Minimum of .

MAMKL2MA Maximum of Modified Kibria Lukman 2 with Maximum of .

MAMKL2MR Maximum of Modified Kibria Lukman 2 with Midrange of .

MAMKL2MD Maximum of Modified Kibria Lukman 2 with Median of .

MAMKL2GM Maximum of Modified Kibria Lukman 2 with Geometric Mean of .

MAMKL2HM Maximum of Modified Kibria Lukman 2 with Harmonic Mean of .

MRMKL2 Midrange of Modified Kibria Lukman 2 parameter.

MRMKL2AM Midrange of Modified Kibria Lukman 2 with Arithmetic Mean of .

MRMKL2MN Midrange of Modified Kibria Lukman 2 with Minimum of .

MRMKL2MA Midrange of Modified Kibria Lukman 2 with Maximum of .

MRMKL2MR Midrange of Modified Kibria Lukman 2 with Midrange of .

MRMKL2MD Midrange of Modified Kibria Lukman 2 with Median of .

MRMKL2GM Midrange of Modified Kibria Lukman 2 with Geometric Mean of .

MRMKL2HM Midrange of Modified Kibria Lukman 2 with Harmonic Mean of .

MDMKL2 Median of Modified Kibria Lukman 2 parameter.

MDMKL2AM Median of Modified Kibria Lukman 2 with Arithmetic Mean of .

MDMKL2MN Median of Modified Kibria Lukman 2 with Minimum of .

MDMKL2MA Median of Modified Kibria Lukman 2 with Maximum of .

MDMKL2MR Median of Modified Kibria Lukman 2 with Midrange of .

MDMKL2MD Median of Modified Kibria Lukman 2 with Median of .

MDMKL2GM Median of Modified Kibria Lukman 2 with Geometric Mean of .

MDMKL2HM Median of Modified Kibria Lukman 2 with Harmonic Mean of .

GMMKL2 Geometric Mean of Modified Kibria Lukman 2 parameter.

GMMKL2AM Geometric Mean of Modified Kibria Lukman 2 with Arithmetic Mean of .

GMMKL2MN Geometric Mean of Modified Kibria Lukman 2 with Minimum of .

GMMKL2MA Geometric Mean of Modified Kibria Lukman 2 with Maximum of .

GMMKL2MR Geometric Mean of Modified Kibria Lukman 2 with Midrange of .

GMMKL2MD Geometric Mean of Modified Kibria Lukman 2 with Median of .

GMMKL2GM Geometric Mean of Modified Kibria Lukman 2 with Geometric Mean of .

GMMKL2HM Geometric Mean of Modified Kibria Lukman 2 with Harmonic Mean of .

HMMKL2 Harmonic Mean of Modified Kibria Lukman 2 with Arithmetic Mean of .

HMMKL2AM Harmonic Mean of Modified Kibria Lukman 2 with Arithmetic Mean of .

HMMKL2MA Harmonic Mean of Modified Kibria Lukman 2 with Maximum of .

HMMKL2MN Harmonic Mean of Modified Kibria Lukman 2 with Minimum of .

HMMKL2MR Harmonic Mean of Modified Kibria Lukman 2 with Midrange of .

HMMKL2MD Harmonic Mean of Modified Kibria Lukman 2 with Median of .

HMMKL2GM Harmonic Mean of Modified Kibria Lukman 2 with Geometric Mean of .

HMMKL2HM Harmonic Mean of Modified Kibria Lukman 2 with Harmonic Mean of .



GENERAL INTRODUCTION

# Introduction

This chapter introduces the classical linear regression model and the generalized linear regression model and the assumptions that govern their use.

## Background to the Study

Regression analysis is a statistical method mostly adopted for estimating a dependent variable from one or more independent variables. Regression analysis is used mainly for forecasting (trend forecasting) and for drawing inferences about relationship among interrelated variables (Ayinde *et al.* 2012). Various forms of regression analysis such as simple linear regression, multiple linear regression and the non-linear regression exist. The most common types of regression models are the simple and multiple linear regression models. The non-linear regression models are used mostly in cases where there is no linear relationship between the dependent and the independent variables. Examples of non-linear models include the exponential models, sigmoidal functions and power models.

A linear regression model follows after the linear mathematical model and it is governed by some assumptions (section 1.1.3). The linear regression model has been in use for a long time. It is widely accepted by almost all the fields of study especially in science and technology. The Classical Linear Regression Model (CLRM) is generally expressed as:

(1.1)

where

=,

where y is a *n×1* response vector*, X* is a *n* x *p* matrix of independent variables,  *β* is a *p×1* vector of parameters and ε is a *n×1* vector of errors. The ordinary least square (OLS) estimator is commonly used for the estimation of *β*. It is given as:

(1.2)

where is the OLS estimator and is the transpose of the matrix *X.*

The CLRM is formulated under some basic assumptions and when the assumptions are satisfied, then the OLS estimator is best to estimate the parameters of the model. According to Gilmour *et al.* (1995), the OLS estimator is the best linear unbiased estimator (BLUE) for *β* when there is no violation of the assumptions in CLRM. However, in LRM the OLS estimator does not perform well and causes high instability when multicollinearity is present (Hoerl and Kennard, 1970; Liu, 1993; Liu, 2003). Multicollinearity according to Gilmour *et al.* (1995) is defined as near or strong linear relationship among the independent variables. The effect of multicollinearity includes unstable OLS estimates, wrong signs of the regression estimates, increase in the estimated variance, imprecise confidence interval and incorrect t-ratio (Kibria and Lukman, 2020; Lukman *et al*. 2020a). Several estimators have been suggested in the linear regression model to tackle the problem of multicollinearity. These include but not limited to the principal component regression estimator, ridge estimator, Liu estimator, two parameter estimators and KL estimator.

### The Simple Linear Regression Model

The simple linear regression model attempts to model the relationship between one dependent variable and another independent variable e.g age and years of education, length and breadth of a table, dose and response of a drug e.t.c. The simple linear regression model can be expressed in the form:

(1.3)

where *y* is the dependent variable, *x* is the independent variable, is the random error term, is the intercept and is the regression coefficient. These parameters are estimated using the observed values of x and y from which inferences can be made. Predictions of the dependent variable can also be made from independent variable.

### The Multiple Linear Regression Model

The dependent variable y is frequently influenced by multiple independent variables. Regression models are referred to as multiple linear regression models when they include more than one explanatory variable; for example, crop yield can be influenced by the amount of rainfall, quantity of nitrogen and potash in the soil. The multiple linear regression model is expressed in the form

(1.4)

The is the intercept and are the regression coefficients to be estimated. There is an assumption of linearity in the regression coefficients which makes the regression model linear. The regression model can be expressed in matrix form as shown in equation (1.1).

Regression models are employed for various purposes including: forecasting, parameter estimation, data description, variable selection and output control.

### Assumptions of the Linear Regression Model

The Classical Linear Regression model is formulated under some assumptions. These includes:

1. The regression model should be linear in parameters.
2. The residual is distributed with mean 0 and variance i.e and
3. The residual has a constant variance i.e Homoscedasticity.
4. The residuals must be uncorrelated i.e covariance of the residuals must be 0.
5. The explanatory variables should be independent i.e uncorrelated.
6. The explanatory variables and the residuals are uncorrelated.
7. The X values in repeated sampling are fixed. In repeated samples, the values used by the regressors X are regarded as fixed. Technically, X is thought to be non-stochastic.
8. Zero covariance between and i.e E( i.e non-stochastic explanatory variables and stochastic error terms are independent.
9. The number of expected estimated parameters *p* should be less than the sample size *n*.
10. The residuals are normally distributed.

### Non-Linear Regression Models

Non-linear models are models in which the response variables cannot be expressed as a linear function of the unknown parameters. It is sometimes referred to as a mechanistic model. The non-linear equation also shows that the prediction equation does not linearly depend on one or more unknown parameters. Examples of non-linear models include the exponential models, power models, Fourier models and Weibull growth (Smyth, 2002).

### Generalized Linear Models

A generalized linear model (GLM) is a variation of classical linear regression that takes into account response variables with error distribution models that do not conform to the normal distribution (Gill, 2000).

A GLM consists of three major components which includes:

1. A random component: This component specifies the conditional distribution of the outcome variable *y*i given the value of the independent variable in the model.
2. A linear predictor that consists of a linear function of the independent variables.
3. A link function that helps transform the expectation of the dependent variable.

The procedure generally adopted for fitting generalized linear models based on likelihood is called the Maximum Likelihood Estimator (MLE).

The GLM includes the logistic regression model, gamma regression model, Poisson regression model and Inverse Gaussian regression model among others (Nelder and Wedderburn, 1972; Algamal, 2018a; Algamal, 2018b; Shamany *et al*. 2019; Amin *et al*. 2020; Lukman *et al*. 2020b; Lukman *et al*. 2020c).s

#### The Logistic Regression Model

When describing the relationship between independent variable(s) and a dichotomous dependent variable, the binary logistic regression model is usually adopted. The binary logistic regression model which follows a Bernoulli distribution is given as:

(1.5)

where is the ith row of an matrix and is a vector of unknown regression coefficient. The parameters of the model are usually estimated using the method of maximum likelihood estimator (MLE). The log likelihood function is given as:

(1.6)

and equating the derivative to zero we have:

(1.7)

The iterative weighted least squares algorithm is used in solving equation (1.6) which results in the maximum likelihood for the logistic regression model as follows:

(1.8)

where and *z* is a vector where the *i*th element equals which is asymptotically unbiased estimate of *β* (Lukman *et al*., 2020b)*.*

#### The Poisson Regression Model

The Poisson Regression Model (PRM), which is typically used for count or frequency data modeling, is another special case of the GLM. When a response variable represents a rare event or count data, PRM is used to model the relationship between the response variable and one or more independent variables. The response variable also takes the shape of a non-negative variable, and it can be used in the social and physical sciences, including economics and health. It is also a common practice to estimate the regression coefficient in a PRM using the MLE.

Given that the response variable, is a count variable, it is assumed to follow a Poisson distribution such as P(*µi*) where *µi*= *exp* ()*,* such that *xi* is the *i*th row of *X* which is a *n*×*p* data matrix with *p* independent variables and is a *p*×*1* vector of coefficients (Hamad and Algamal 2022). The model's log likelihood is provided as:

(1.9)

The iterated weighted least squares (IWLS) algorithm is the most popular technique for maximizing the likelihood function and it is given as:

(1.10)

where and is a vector with *i*th element equals

#### The Gamma Regression Model

When simulating real-world data, the gamma regression model is preferred when the response variable is positively skewed and follows that distribution (Dunder *et al*., 2016; Algamal and Asar, 2018; Lukman *et al*. 2020c). The gamma regression model is widely accepted in fields such as the medical sciences, healthcare, economics, automobile insurance claims and so on. When the probability density function is given as:

(1.11)

then a distribution is said to follow a gamma distribution where k is a positive shape parameter, is the scale parameter such that:

;

and

; and

such that *n* is the sample size and *p* is the number of independent variables. The log-likelihood of the function in equation (1.10) is defined as:

(1.12)

And when solved using the iterative weighted least squares procedure, it gives the estimate of the regression parameter as:

(1.13)

where is the matrix and is a vector while the ith element (Lukman *et al*. 2020c).

### Assumptions of the Generalized Linear Model

Observations are taken from independent individuals.

1. Although the dependent variable may not have a normal distribution, it usually takes on one from the exponential family, such as binomial, Poisson, logistic, etc.
2. A GLM does assume a linear relationship between the transformed expected response in terms of the link function and the explanatory variables but does not assume a linear relationship between the response variable and the explanatory variables, for example, the logistic regression,  .
3. Independent variables can be nonlinear transformations of some original variables and should not be correlated.
4. Although they should not be normally distributed, errors must be independent.
5. Instead of using ordinary least squares (OLS), parameters are estimated using maximum likelihood estimation (MLE) (McCullagh and Nelder, 1989).

### Properties of the OLS and GLM

Some useful properties of are that it is an unbiased estimator

(1.14)

Gauss-Markov theorem guarantees that among all unbiased estimators of β, the Ordinary Least Squares (OLS) estimator has the minimum variance (Gujarati, 1995).

. (1.15)

A common estimator of ![](data:image/x-wmf;base64,183GmgAAAAAAAAACAAICCQAAAAATXgEACQAAA1sBAAACAIYAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAgACCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///7X////AAQAAtQEAAAUAAAAJAgAAAAIFAAAAFAL0AEsBHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAODXGADYlCF2gAEldh0PZukEAAAALQEAAAkAAAAyCgAAAAABAAAAMnm8AQUAAAAUAqABHAAcAAAA+wKA/gAAAAAAAJABAQAAAQACABBTeW1ib2wAdjELCipQ5oAA4NcYANiUIXaAASV2HQ9m6QQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAHN5AAOGAAAAJgYPAAIBQXBwc01GQ0MBANsAAADbAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABgdEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACBITDA3MDABwAAAsBAQEAAgCIMgAAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0A6R0PZukAAAoAOACKAQAAAAAAAAAAFOIYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=) is the Mean Square Error defined as:

MSE = /(n-p) (1.16)

Under the premise that the error terms are independent and identically distributed normal variates with mean 0 and variance-covariance matrix , the least squares estimator of β is also the maximum likelihood estimator. The usual notation for this assumption is ~N() and if it holds, then the OLS estimator is also the Uniform Minimum Variance Unbiased Estimator (UMVUE). Model inferences such as confidence intervals and hypothesis tests are also powerful if the error terms are distributed normally and independently. From the statistical point of view, the OLS estimator is the optimal under a non-violation of any of the model’s assumptions.

### Violations of the Assumptions of the Linear Regression Models

The linear regression model leads to a number of issues when its assumptions are not met. It is therefore important to know the causes of these violations and the remedial measures to put in place.

#### Multicollinearity

This problem arises as a result of the violation of the assumption of independence between the explanatory variables. In the case of a simple regression model, the assumption is upheld. However, when there is more than one explanatory variable as in the case of a multiple regression model, it is possible that the explanatory variables are related. Multicollinearity is therefore defined as the correlation of the explanatory variable with one or more of the other explanatory variables in a multiple regression model and varies from low correlation to very high or perfect correlation. Multicollinearity poses as a serious threat as it reduces the significance of an explanatory variable that produces large standard error. As multicollinearity increases in severity, the determinant approaches zero and the inverse increases which in turn causes serious round off errors in the regression calculations. As a result, the regression coefficients may not be computationally accurate. More importantly, the regression coefficients tend to be imprecise because of large sampling variances.

The presence of multicollinearity can be mainly detected by the following:

**High with low t-Statistic Values**

Individual regression coefficients may be statistically insignificant, but the overall fit of the equation may be high.

**High Variance Inflation Factor (VIF)**

The VIF evaluates how much multicollinearity raises an estimated coefficient's variance. It describes the degree to which all of the other explanatory variables in the equation can account for a given explanatory variable. Values of VIF ranges between 1 and . VIF of 1 indicates no multicollinearity present. VIF values of greater than 1 show the independent variables are moderately correlated while VIF values between 5 and 10 Indicates that there is a high correlation between the independent variables. When VIF exceeds 10, then the correlation is severe and should be combated accordingly (Akinwande *et al*. 2015).

**High correlation coefficient**

There may be high pairwise correlations among the explanatory factors (in absolute value). The general rule is that severe multicollinearity may be present if the correlation is greater than 0.8.

When the OLS estimator and its standard errors are sensitive to minute changes in the data, multicollinearity can also be found. Additionally, confidence intervals sometimes have a tendency to be much wider, which makes it easier to accept the null hypothesis (Gujarati, 1995).

**NOTE:** This violation also exists in the GLMs.

#### Autocorrelation

Numerous parametric statistical techniques presuppose that the errors of the models used for the analysis are unrelated to one another (i.e. the errors are not correlated). The errors are referred to as autocorrelated or dependent when this assumption is not met. The assumption of independent errors present in many parametric statistical analyses may not be satisfied in time-series designs because they involve collecting data from a single participant at numerous points in time rather than from many participants at one point in time. When this happens, the results of these analyses and the conclusions reached as a result are probably going to be inaccurate unless some corrective measures are taken (Huitema and Laraway, 2015). Autocorrelation can occur due to the omission of important explanatory variables, incorrect functional form, manipulation of data, interpolation in the statistical observations among others (Gujarati, 1995).

#### Normality

The error term is assumed to follow a normal distribution. It is assumed to have zero mean and constant variance . This is necessary to conduct statistical tests of significance of the regression coefficients and to construct the confidence intervals. If this assumption is violated, the OLS regression estimates are still best and unbiased but the hypothesis testing (t test, F test) breaks down (Greene, 2003). The efficiency of hypothesis testing with the OLS estimates rapidly decrease with non-normal error term. One of the most common violations of a normal distribution for the error terms is the presence of one or more outliers in the sample

#### Heteroscedasticity

Heteroscedasticity can be simply defined as a condition where the variance of the error term in a regression model varies. This condition arises mainly as a result of outliers being present in a data set, incorrect specification of the model, incorrect transformation of data for regression analysis, skewness in the distribution of a regressor, mixed observation with different scales of measurement and some other sources. Due to the inconsistency in the covariance matrix of the estimated regression coefficients and the high variance of the predictions, the presence of heteroscedasticity can lead to estimators that are no longer efficient and the invalidation of hypothesis tests (like the t-test and F-test). The consequences of the problem of heteroscedasticity observed by Gujarati (1995) are summarized below:

1. The regression estimates are still unbiased

ii. The variances of the regression estimates do not have minimum variance.

iii. We are unable to perform tests of significance and create confidence intervals using the formulas for the variance of the coefficients.

iv. Predictions would have high variance.

### Parameter Estimation of Linear Regression Models

The CLRM in matrix form defined in (1.1) and the estimated regression model is , where is the vector of predicted response values and is the estimator of regression coefficient. OLS computes the parameter estimates of by minimizing the sum of the squared residuals. Therefore, the objective is to find those values of that lead to the minimum value of . Gujarati (1995) reported the fundamental derivation of OLS parameter estimates as follows:

(1.17)

Differentiating equation (1.18) with respect to and equate the result to zero in order to minimize S(β).

=0 (1.18)

Simplifying (1.19) gives the least squares equation as:

(1.19)

This can be solved since is of full rank to have the OLS estimator as:

(1.20)

### Parameter Estimation for the Generalized Linear Regression Models

Given a set of observations , its Maximum Likelihood Estimate (MLE) is a function such that

(1.21)

The function over the sample space of observations is called the MLE.

#### Properties of a Good Estimator

**Unbiasedness**

An estimator is said to be an unbiased estimator of β if E () =β. The difference between an estimator's expected value and true parameter is referred to as bias. Symbolically,

Bias ( E () – β (1.22)

**Minimum variance**

is said to be a minimum-variance estimator ofβif the variance of is smaller than the variance of where is another estimator of β. Symbolically, has minimum variance if

V(< V( (1.23)

**Efficiency**

If an estimator is unbiased and has the lowest variance when compared to all other unbiased estimators, it is said to be efficient. The relative efficiency (RE) of two estimators is the ratio of their variances,

RE= (1.24)

**Minimum Mean Squared Error**

If the mean squared error of an estimator , MSE (), is not higher than the mean squared error of any other estimator in the class, then that estimator is said to have a minimum mean squared error. The biasedness and variance properties are combined to form an estimator's mean squared error. Itis defined as:

MSE () =E

= E

= ,

+

(1.25)

**Best Linear Unbiased Estimator (BLUE)**

If an estimator is the best linear, unbiased estimator among all other linear, unbiased estimators of β, it is said to be BLUE (Ayinde and Lukman, 2014).

## Statement of the Problem

The most popular techniques for estimating the parameters of CLRMs and GLRMs, respectively, are the ordinary least squares estimator (OLS estimator) and the maximum likelihood estimator (MLE). These techniques are only effective when none of the assumptions are violated. One of the assumptions is that the explanatory variables should not be related to one another. Recent researches have shown that time series variable and economic variables grow together which results into linear relationship among the explanatory variables called multicollinearity (Ayinde *et al*. 2012; Ayinde *et al*. 2018; Lukman *et al*. 2020a). This problem poses serious threat to the efficiency of the OLS estimator and MLE. Different estimators have been developed in literature as alternatives to both estimators. However, this research seeks to develop some new estimators to efficiently handle multicollinearity challenge in CLRMs and GLRMs.

## Justification of the Study

Multicollinearity affects the efficiencies of the OLS estimator and the MLE. In literature, some alternative estimators have been developed to respectively replace the OLS estimator and the MLE in CLRM and GLRM and these include the ridge estimators. Different ridge estimators exist with their ridge parameter(s) and the commonest ones include the Hoerl ans Kennard ridge and Kibria-Lukman ridge estimators (Hoerl and Kennard, 1970; Kibria and Lukman, 2020). The performances of each of these ridge estimators depends largely on the choice of the shrinkage (ridge) parameter (Dorugade, 2014; Kibria and Shipra, 2016; Asar and Genç, 2017b; Owolabi *et al*. 2022). Therefore, there is a need to develop some new ridge estimators and their ridge parameters in different forms and types so as to identify the most efficient type of ridge estimator(s) for CLRMs and GLRMs.

## Aim and Objectives

The aim of this study is to develop some estimators to address multicollinearity problem in CLRMs and GLRMs more efficiently. The objectives are to:

1. propose some ridge estimators and their parameters by modifying the KL estimator;
2. compare the performances of the proposed ridge estimators and their ridge parameters with some existing ones;
3. identify the ridge parameters that are more efficient; and
4. apply the estimators to real life data sets.

## Scope of the study

This study suggests some new ridge estimators to deal with the multicollinearity issue in multiple linear regression, binary logistic regression and poison regression models. Both simulated and real-life data sets were used in the study.

## Research questions

1. Is it possible to propose some new ridge estimators by modifying the KL estimator?
2. How well do these proposed estimators perform when compared with some existing ones?
3. Which of these estimators would produce most efficient estimates of the model parameters?
4. How well do these estimators perform with real life data sets?

## Significance of the study

In both linear regression model and generalized linear models with the problem of multicollinearity, the generally acceptable method of parameter estimation is no longer efficient (Hoerl and Kennard, 1970; Dorugade, 2014; Kibria and Lukman, 2020). Therefore, this study proposes some new methods of parameter estimation that can handle the problem of multicollinearity.



LITERATURE REVIEW

# Introduction

In this chapter, we have the review of literature on multicollinearity and different estimators to mitigate the challenge. Different forms and types of existing ridge parameters were also reviewed.

## Multicollinearity Problems and its Detection

The linear relationships between the independent variables in multiple regression analysis are referred to as multicollinearity. It denotes relationship between two or more independent variables that exhibit linear combination with one another (Shrestha, 2020). As a result of multicollinearity, the standard errors and variances of the regression coefficient estimates increases which translate to lower t-statistics. Multicollinearity can also result in larger confidence intervals and less solid likelihood esteems for the predictors leading to unreliable results. Due to the effect of multicollinearity, some of the significant variables under investigation will also become statistically insignificant. Several methods of detecting the presence of multicollinearity have been suggested in literatures and the most common methods are discussed as follows:

### Correlation Coefficient and Pairwise Scattered Plots

While the correlation coefficient can also show a relationship between two independent variables, the scatter plot is a graphic representation that shows the linear relationship between pairs of independent variables. If the correlation coefficient value with the pairwise variables is greater than or equal to 0.8, then it indicates the possibility of multicollinearity.

### Variance Inflation Factor

The variance inflation factor (VIF) is a way to quantify how much multicollinearity has inflated the estimated regression coefficient's variance. The VIF is estimated as:

(2.1)

where are the coefficient of determination obtained by regressing *X*i on other independent variables and *i=1,…,p* (Daoud, 2017).

A VIF of < 1 implies that there is no linear relationship between the independent variables (no multicollinearity). VIF values between 1 and 5 indicates moderate level of multicollinearity. It becomes an issue of concern when VIF ranges between 5 and 10 (high multicollinearity). A VIF value that is greater than 10 (severe multicollinearity) shows that the regression coefficient are not dependable due to the implicating presence of multicollinearity (Shrestha, 2020).

### The method of eigenvalue

The variance of a linear combination of variables is indicated by the term eigenvalue. Very small eigenvalues (close to 0.05) indicate multicollinearity because the sum of eigenvalues must equal the number of independent variables. Even small changes in the data result in large changes in the regression coefficient estimates. Alternatively, the condition number or condition index can be adopted when the eigenvalues are small as they become difficult to interpret. Condition number (CN) is defined as:

CN= (2.2)

and condition index (CI) is defined as:

CI= = (2.3)

Severe multicollinearity results from CN values greater than 1000 and moderate to strong multicollinearity from CN values between 100 and 1000. Alternatively, there is a moderate to strong multicollinearity if the CI = is between 10 and 30, and there is severe multicollinearity if it is greater than 30 (Gujarati, 1995).

## Remedial Measures for Multicollinearity

Several measures have been proposed in literature as means to combat multicollinearity in regression analysis.

### Re-specification of the model

One of the common causes of multicollinearity is the selection of the model such as using two independent variables that are highly correlated in the regression equation. It is therefore important to re-specify the regression equation by redefining the independent variables so as to minimize the effect of multicollinearity. Another method for model re-specification is by eliminating one of the related explanatory variables. This, often times, leads to a specification bias or specification error especially when the variable is relevant thereby reducing the predictive power of the model.

### Incorporating new data

It is possible to have a new set of samples with the same variable but without the multicollinearity issue that existed in the first set of samples because multicollinearity is a sample feature. Since the standard errors are based on both the correlation between variables and the sample size, an increase in sample size can occasionally reduce the impact of multicollinearity. The Standard Error (SE) decreases as sample size increases. However, it is often difficult to obtain additional data, most especially when using secondary data. Even though this suggestion is often not practicable, the possibility should not be overlooked (Gujarati, 1995). The multicollinearity issue cannot be solved by collecting more data if the population or model constraints are the cause of the multicollinearity.

### Disaggregation of Data

Brown *et al*. (1973) stated that when the data are in aggregated form, returning to the individual observations will reduce the level of multicollinearity. Of course, the individual observations may not always be available. This is usually the case when the data are subject to confidentiality restrictions or are secondary data (e.g. time series, census data).

### Pooling data

Combining cross sectional and time-series data is a variation on the extraneous or a priori information technique and is referred to as pooling data. Although it is an appealing technique, combining cross-sectional and time series data in the manner just mentioned could lead to interpretation issues. Despite this, the method has a wide range of applications and should be taken into account when the cross-sectional estimates do not significantly differ from one cross section to another (Gujarati, 1995).

### Use of Biased Estimator

Poor estimates of the regression coefficients can be found when the least-squares method is used on nonorthogonal data. The requirement that be an unbiased estimator of is the issue with the least squares method. The least-squares estimator has the lowest variance in the group of unbiased linear estimators, according to the Gauss-Markov property. Dropping the demand that the estimator of be unbiased is one way to solve this issue. For the purpose of obtaining biased estimators of regression coefficients, various techniques have been developed.

#### Biased Estimator in Linear Regression Models

Numerous researches (Liu, 1993; Yang and Chang, 2010; Kibria and Lukman, 2020; Ahmad and Aslam, 2020; Dawoud, 2021) have been carried out in linear regression in order to examine the effect of multicollinearity on the estimated regression coefficient. Quite a number of estimators have been proposed in the linear regression model to combat the problem of multicollinearity. These are:

**The Principal Component Analysis**

The regression coefficient in a regression model is frequently estimated using the Principal Component Regression (PCR) model. The principal component analysis is typically used in PCR. The dependent variables are regressed on the independent variable's principal components rather than the dependent variable directly on the independent variable(s). The standard error is decreased and it is anticipated that the regression estimates will provide more accurate results by adding a certain amount of bias.

The principal component regression estimator of a linear regression model which uses r principal components and is defined as:

(2.4)

such that when *y* is regressed on the *r* principal components, is the predicted variable (Lukman *et al*. 2020d).

**The Stein Estimator**

Stein (1956) defined a linear function of the Ordinary Least Square (OLS) estimator as Stein estimator. It is given as:

(2.5)

where 0<k<1.

This can be expressed in the form of the generalized least square estimator as:

(2.6)

where *T*=*kI* and 0<k<1. P is the orthogonal matrix such that

The OLS coefficients are shrunk by a factor of k toward the origin using the Stein estimator. Each OLS component's shrinkage factor is the same, which leads to instability.

**The Ridge Estimator**

The ridge estimator was developed by Hoerl and Kennard (1970). The estimator was proposed by adding a small positive constant ‘k’ to the diagonals of the *X’X* matrix. The estimator, also known as the ridge estimator, provides a mean square error that is lower than that of the ordinary least square (OLS) estimator. The ridge estimator by Hoerl and Kennard (1970) is defined as:

(2.7)

where *I* is the identity matrix and *k* is a diagonal matrix with non-negative diagonal elements () such that,

**Ridge Estimator with Prior Information**

By re-examining the work of Hoerl and Kennard (1970), another ridge estimator based on prior information was proposed by Swindel (1976), where b is an arbitrary point in the parameter space that was chosen to reflect the prior information on *β*. The estimator outperformed the OLS estimator and is known as the modified ridge regression estimator as well as a good ridge estimator based on prior information. The ridge estimator is defined as:

, 0 ≤ k (2.8)

**Jackknifed Ridge Estimator**

Singh *et al*. (1986) proposed an almost unbiased ridge estimator as a method of jackknifing the ridge parameter which helps to further reduce the bias of an estimator when multicollinearity is involved. By jackknifing the ridge estimator, the resulting estimator was able to reduce the bias in the ridge estimator uniformly in all components. The jackknifed ridge estimator is defined as:

(2.9)

where , and

**Liu Estimator**

Liu (1993) came up with another biased estimator called the Liu estimator. The advantages of the ridge estimator and the contraction estimator are combined in this estimator. It is assumed that the Liu estimator can address the issue of multicollinearity more effectively than Ridge because it is a linear function of the parameter *d*, making the shrinkage parameter selection smaller than that of Ridge. The Liu estimator is defined as:

( + I)![](data:image/x-wmf;base64,183GmgAAAAAAAGAB4AEBCQAAAACQXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AFgARIAAAAmBg8AGgD/////AAAQAAAA8P///7f///9QAQAAlwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AIHgxAKjwGAD/QcN0YBLJdAQAAAAtAQAACAAAADIK9AC3AAEAAAAxABwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB0SRFmgmASyXTgeDEAqPAYAP9Bw3RgEsl0BAAAAC0BAQAEAAAA8AEAAAgAAAAyCvQAPQABAAAALRYKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQB0SRFmggAACgAuAIoBAAAAADjyGADE6sF0BAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) ( (2.10)

**Jackknifed Liu Estimator**

The almost-unbiased generalized Liu estimator, which was introduced by Akdeniz and Kaçiranlar (1995), was superior to both the generalized Liu estimator and the OLS estimator in comparison tests. The almost unbiased Liu estimator is defined as:

(2.11)

**The r-k estimator**

Other forms of estimators proposed have been combined with the ridge estimator such as the ‘r-k’ class estimator by (Baye and Parker, 1984). They combined the principal component technique with the ridge estimator. The estimator harnesses the gains of the principal component estimator and the ridge regression estimator and it was demonstrated that there are advantages from jointly utilizing the PCR and the Ridge estimators rather than individually.

**The r-d Estimator**

The r-d class estimator, which Kaçiranlar and Sakalliolu (2007) proposed, combined the Liu estimate and the PCR, which followed the same process as (Baye and Parker, 1984). Using the Mean Square Error (MSE) as a criterion, the estimator outperforms the Liu estimator, OLS estimator and PCR estimator. The k-d class estimator was proposed by Sakalliolu and Kaçiranlar (2008) and is a biased estimator. The OLS, the Ridge regression estimator, and the Liu estimator are special cases of this general estimator. The OLS, Ridge, and Liu estimators were found to be inferior to the estimator.

**The KL Estimator**

Kibria and Lukman (2020) proposed the KL estimator as an additional single parameter estimator. Theoretical comparison and simulation results demonstrated that, when using the MSE as a criterion, the estimator outperformed the Liu and the Ridge estimators in some situations. The KL estimator is defined below as:

(2.12)

**Combined Estimators**

Sarkar (1992) proposed the restricted ridge estimator which was later improved on by (GroGroß, 2003). He proposed another ridge-like estimator which was referred to as a restricted ridge estimator and the superiority of this estimator to the restricted least square estimator was demonstrated and confirmed.

Kaçiranlar *et al*. (1999) combined the ridge estimator by Hoerl and Kennard (1970) and the Liu estimator by Liu (1993) and proposed the restricted Liu estimator. The restricted Liu estimator was observed to perform better than the OLS and the Liu estimator using the MSE as a criterion. The estimator is defined as:

(2.13)

where and the *R* matrix is a of full row rank . The vector *r* is where *r* and *R* are known.

Liu (2003) developed the Liu-type estimator to combat multicollinearity in the linear regression model. The estimator is referred to as a new two-parameter estimator due to the inclusion of two parameters *k* and *d.* The Liu estimator was able to address the ill conditioning problem identified in the ridge estimator and also had a smaller MSE when compared with the ridge estimator. The Liu-type estimator is defined as:

(2.14)

where k>0 and

Another two-parameter was introduced by Özkale and Kaçiranlar (2007) which was referred to as the restricted and the unrestricted two-parameter estimator. The estimator was obtained by incorporating the contraction estimator to the work done by (Swindel, 1976). The two-parameter estimator combines the OLS, Ridge regression estimator, Liu estimator and the contraction estimator as unique cases. The superiority of the new two-parameter over the OLS estimator was established and comparison was made using the MSE.

Following after the work of Kaçiranlar *et al*. (1999), another two-parameter estimator was proposed by (Yang and Chang, 2010). Using the MSE as criterion, the new estimator was found superior to the OLS, Ridge, Liu estimator and the two-parameter estimator proposed by (Ozkale and Kaciranlar, 2007).

Chang and Yang (2012) proposed the two-parameter estimator in conjunction with PCR and named it principal component two-parameter (PCTP) estimator as an alternative to solving multicollinearity. The superiority of the estimator over OLS, Ridge, Liu, Two-parameter and the PCR estimators were established using the MSE as criterion. Wu and Yang (2013) introduced the almost unbiased two-parameter (AUTP) estimator which is a jackknifed form of the two-parameter estimator. The estimator makes use of the unbiased shrinkage estimators and therefore performs better than the OLS and the two-parameter estimator (restricted and unrestricted two-parameter) adopting the MSE as criterion.

By combining the ridge estimator with other forms of estimators, a ridge type estimator was also introduced by Dorugade (2014) as a means of combating the problem of multicollinearity. The estimator combined the ridge and the Liu parameters. The estimator is defined as:

(2.15)

where *k* and *d* are the biasing parameters and *I* is the identity matrix.

Inan (2015) proposed another two-parameter estimator and its efficiency was compared with other two-parameter estimators. It was found to be superior to the PCR, r-k class estimator and the Liu-type estimator using MSE as criterion.

The Modified Ridge Type (MRT) estimator by Lukman *et al*. (2019c) was also introduced as an alternative to the OLS in the presence of multicollinearity. The MRT estimator is defined as:

, *k* > 0 and 0 < *d* <1 (2.16)

In addition, the modified almost unbiased two-parameter estimator was also proposed by (Lukman *et al*., 2019a). The two-parameter estimator is defined as:

(2.17)

Dawoud and Kibria (2020) also developed the two-parameter estimator referred to as Dawoud-Kibria estimator and it is denoted as

(2.18)

where and

Another class of the biased two-parameter estimator was proposed by Ahmad and Aslam (2020) when regressors are correlated. The two-parameter estimator is defined as:

(2.19)

The unbiased modified ridge type (UMRT) estimator was also developed by Lukman *et al*. (2020a) as a means of estimating parameters in the presence of multicollinearity. The estimator is defined as:

(2.20)

Such that and

*J* is estimated by

Consequently, for

Lattef and Alheety (2021) introduced the modified unbiased two-parameter (MUTP) estimator which was developed as an extension of the UTPE earlier developed by Wu (2014). The MUTPE is defined as:

(2.21)

and *k* > 0, 0 < *d* < 1,

Dawoud (2021) proposed an improved estimator to reduce the effect of multicollinearity in linear regression models. The estimator is defined as:

(2.22)

#### Biased Estimators in Generalized Linear Models

Some of the proposed estimators have been extended to various forms of generalized linear models such as the logistic regression model, multinomial logistic regression model, the Poisson regression model, Gamma regression model, Beta regression model, Bell regression model, inverse Gaussian regression model, Probit model and so on.

**Ridge Estimator**

Schaeffer *et al*. (1984) proposed the logistic ridge regression estimator as an alternative to the Maximum Likelihood estimator (MLE) when the independent variables are correlated. The Poisson Ridge estimator for the Poisson regression model was introduced by Månsson and Shukur (2011) while Algamal (2018a) developed a ridge estimator for the gamma regression model. Algamal (2018b) introduced the Ridge estimator into the inverse gaussian regression model and a new ridge type estimator was introduced by Shamany *et al*. (2019).

**Modified Ridge type Estimator**

The Modified Ridge Type (MRT) was introduced to the logistic regression model by (Lukman *et al.*, 2020b). The estimator was compared with the MLE, Ridge and the Liu estimators in the logistic regression model and was found to perform the best through a simulation study and real life application. The MRT was introduced to the gamma regression model by (Lukman *et al*., 2020c).

**Liu Estimator**

The Liu estimator was introduced into the logistic regression model by Månsson *et al*. (2012a) while the improve Liu estimator was introduced to the Poisson regression model by (Mansson *et al*., 2012b). Qasim *et al*. (2019) proposed a new Poisson Liu regression estimator for the Poisson regression model.

**Combined Estimators**

Inan and Erdogan (2013) introduced the Liu-type estimator into the logistic regression model. Asar and Genç (2017b) introduced the two parameter ridge estimator to the binary logistic regression model and was also observed to perform well. A new two parameter estimator for the Poisson regression was also introduced by (Asar and Genç, 2017a). Wu and Asar (2017) proposed another estimator that combined the PCR and the Liu-type estimator in logistic regression model. A new stochastic restricted Liu estimator for the logistic regression model was proposed by Zuo and Li (2018) while the Liu-type estimator for the Gamma regression model was introduced by Algamal and Asar (2018). A new two parameter estimator was introduced to the Inverse Gaussian Regression Model (IGRM) by (Shamany *et al*., 2019). A new Liu-type estimator for IGRM was introduced by (Akram *et al*., 2020). and a modified ridge type logistic estimator was introduced by (Lukman *et al*. 2020b). The modified ridge type estimator for the gamma regression model was introduced by Lukman *et al*. (2020c) while a new Liu-type for the inverse Gaussian model was introduced by (Akram *et al*., 2020). A new adjusted Liu estimator for the Poisson regression model was proposed by (Amin *et al.,* 2021).

**Jackknifed Estimator**

Wu and Asar (2016) introduced the almost unbiased ridge estimator to the logistic regression model and it outperformed the Ridge, Liu and the MLE estimators. The modified jackknifed estimator for the Poisson regression model was introduced by (Türkan and Özel, 2016). Amin *et al*. (2020) developed the almost unbiased ridge estimator for the gamma regression model.

**KL Estimator**

Recently, Poisson KL estimator was developed by Lukman *et al*. (2021a) for combating multicollinearity in the PRM. Lukman *et al*. (2021b) proposed the KL estimator for the Inverse Gaussian regression model while the jackknifed KL estimator for the Poisson regression model was proposed by (Hamad and Algamal, 2022).

### Estimation of the Ridge parameter k

Different methods of estimating the k parameter have been proposed in different studies and a number of them are being considered.

Hoerl and Kennard (1970) proposed . They suggested estimating ridge parameter by taking the maximum of such that the estimator of k is:

(2.23)

where *i=1,…,p.*

Hoerl *et al.* (1975) proposed a different estimator of *k* by taking the Harmonic Mean of the ridge parameter . This estimator is given as:

(2.24)

where *p* is the number of independent variables and *i=1,…,p*.

Kibria (2003) proposed some new estimators of k by taking the Geometric Mean, Arithmetic Mean and Median (p ≥ 3) of the ridge parameter . These estimators are respectively defined as:

(2.25) (2.26)

Median (2.27)

Lawless and Wang (1976) proposed a different estimator of k resulting from taking the Harmonic Mean of the ridge parameter . The estimator is defined as:

(2.28)

where is the eigenvalue of the matrix .

Alkhamisi *et al*. (2006) proposed another ridge parameter . They proposed estimators of k as the Arithmetic Mean and Median of the ridge parameter . These estimators are respectively defined as:

(2.29)

(2.30)

Other forms of the generalized ridge parameter have been proposed by other researchers such as Nomura (1988) who proposed a new ridge parameter defined as

. (2.31)

Troskie and Chalton (1996) also proposed another ridge parameter which is defined as:

(2.32)

Firinguetti (1999) proposed another ridge parameter which is defined as:

(2.33)

Batach *et al*., (2008) proposed the ridge parameter defined as:

(2.34)

Dorugade (2016) proposed a ridge parameter defined as:

(2.35)

Lukman and Ayinde (2017) proposed another ridge parameter which is in line with Lawless and Wang (1976) and it is defined as:

(2.36)

Fayose and Ayinde (2019) examined various forms of these parameters which includes the median (MD), arithmetic mean (AM), midrange (MR), maximum (MA), minimum (MN), geometric mean (GM) and the harmonic mean (HM) of the eigen values of the matrix. The varying forms were found to perform better than their original forms.

## Monte-Carlo Simulation

Monte-Carlo simulation technique is a mathematical procedure that is used to enhance decision making by professionals in various fields of study such as finance, science, economics, engineering, insurance. The procedure helps to make informed choices about a wide range of possible outcome which can be used to model future outcomes. This computation algorithm helps to obtain quantitative results based on repeated random sampling where the entire system is simulated a large number of times (usually from 1000) with each simulation being equally likely.

A statistical method used to simulate data can be defined as a Monte Carlo method. A simulation is a technique that uses random number sequences as its input. The Monte Carlo method uses computerized statistical sampling experiments to approximate solutions to a range of mathematical issues. The approach can be used to solve both issues with built-in probabilistic structure and issues without any probabilistic content. In order to evaluate statistical estimators for structural equation models, Monte Carlo simulations are now frequently used. However, finite sample properties of estimators in structural equation models are frequently outside the scope of the established asymptotic theory, despite the fact that analytical statistical theory can address some research questions. Other times, even asymptotically, the distributions are unknown. When this occurs, Monte Carlo simulations offer a great way to assess estimators and goodness-of-fit statistics in a variety of circumstances, such as sample size, non-normality, dichotomous or ordinal variables, model complexity, and model misspecification.

Using simulated random numbers, the Monte Carlo method allows for the investigation of the characteristics of random variable distributions (Gentle, 1985). Most estimators' asymptotic properties are typically known, but it's possible to know their finite sampling properties as well. By establishing controlled conditions from which sampling distributions of parameter estimates are generated, Monte Carlo simulations enable researchers to evaluate the finite sampling performance of estimators. The key to assessing a statistic's behavior is understanding the sampling distribution (Dorugade, 2014). For instance, a researcher can learn a statistic's bias, effectiveness, and other desirable characteristics from the sampling distribution. Even when a researcher artificially creates a sampling distribution using the Monte Carlo method, sampling distributions are theoretical and unobserved. The analyst then draws repeated samples of size n from that population and estimates the parameters of interest for each sample. The researcher starts by developing a model with known population parameters (i.e., the values are set by the researcher). The parameter estimates from each sample are then combined to estimate a sampling distribution for each population parameter (Wichern and Churchill, 1978). This estimated sampling distribution provides the sampling distribution's characteristics, such as mean and variance. These nine steps are crucial for organizing and carrying out a Monte Carlo analysis.:

i. developing a theoretically derived research question

ii. creating a valid model

iii. designing specific experimental conditions

iv. choosing values of population parameters

v. choosing an appropriate software package

vi. executing the simulations

vii. file storage

viii. troubleshooting and verification

ix. summarizing results.



# METHODOLOGY

# Introduction

In this chapter, properties of the ridge and KL estimators were shown and the newly modified KL estimators were developed for the CLRM and the GLMs. Existing ridge parameters were also expressed and new ones developed.

## The Ridge, KL and the Proposed Estimator in Multiple Linear Regression Model

The properties of the Ridge, KL and the MKL estimators are as shown:

### The Ridge Estimator

Hoerl and Kenard (1970) proposed the ridge estimator which is defined as:

(3.1)

where k is the ridge parameter. The following properties are also obtained from the ridge estimator:

**MEAN:**

where

= ` (3.2)

**BIAS:**

= (3.3)

**VARIANCE:**

=

**=** (3.4)

**MEAN SQUARED ERROR**:

The mean square error (MSE) becomes:

= (3.5)

Moreover, since is a positive definite matrix, the regression model can be re-written in canonical form such that:

(3.6)

where and , and *P* is an orthogonal matrix whose columns consists of the eigenvectors of such that and are the eigenvalues of. The MSE of ridge estimator in canonical form becomes:

(3.7)

where is the ith element of the vector.

For this transformed model, MSE of the OLS estimator is the trace of the variance covariance matrix, therefore the MSE for the OLS is obtained as:

(3.8)

### The KL Estimator

A one parameter estimator proposed by Kibria and Lukman (2020) is defined as:

, (3.9)

The properties of the KL estimator become:

**MEAN**

(3.10)

**BIAS:**

(3.11)

(3.12)

**MEAN SQUARED ERROR:**

The MSE therefore becomes:

(3.13)

Similarly, the MSE of the estimator in canonical form becomes:

(3.14)

### The Modified KL Estimator (proposed estimator)

In this study, a new one parameter ridge estimator is obtained by modifying the KL estimator following the report from authors including ( Liu, 1993; Kaçiranlar *et al*., 1999; Chang and Yang, 2012; Ahmad and Aslam, 2020).

From the KL estimator of (3.9), is replaced with the to obtain the proposed estimator as:

(3.15)

where k is the shrinkage parameter.

The properties of the proposed estimator are as follows:

**MEAN:**

(3.16)

**BIAS:**

(3.17)

**VARIANCE:**

The variance of the proposed estimator is expressed as follows:

(3.18)

**MEAN SQUARED ERROR:**

(3.19)

Consequently, the Mean square error in canonical form is:

(3.20)

## The Ridge, KL and MKL Estimators in Poisson Regression Model

The Poisson regression method is typically used as the standard statistical technique for analyzing regression models with count data as the dependent variable. Poisson regression model is sometimes referred to as a log-linear model which is a linear combination of the model’s parameters enabling linear regression to be implemented. The distribution is assumed to follow a Poisson distribution as P(*µi*) where *µi*= *exp*(*xiβ*)*,* *xi* is the *i*th row of *X* which is a *n*×*p* data matrix with *p* independent variables and *β* is a *p*×*1* vector of coefficients. The log likelihood of the model is obtained as:

(3.21)

The most common method of parameter estimation for a Poisson regression model is the method of maximum likelihood. By solving the equation (3.21) the parameters are estimated as follows:

(3.22)

Using the iterated weighted least squares (IWLS) algorithm in solving the above equation, the maximum likelihood estimator is obtained as:

(3.23)

where and is a vector while the *i*th element equals

The MLE is normally distributed with a covariance matrix that is equivalent to the inverse of the second derivative as:

(3.24)

and the mean square error is given as:

(3.25)

Where is the ith eigenvalue of the matrix. With multicollinearity problem in the explanatory variables, high instability in the variance of the MLE is inevitable. This makes the interpretation of the estimated parameters cumbersome due to the size of the vector of the estimated coefficients.

### Poisson Ridge Estimator

The Poisson ridge estimator proposed by Månsson and Shukur (2011) to combat multicollinearity for the Poisson regression model is defined as:

(3.26)

with the model in canonical form expressed as:

(3.27)

where and ;

given that and , *P* is an orthogonal matrix whose columns consists of the eigenvectors o such that and are the eigenvalues of.

is the ith component of *P* is the matrix which the columns are the eigenvectors of .

The Mean squared error of the Poisson ridge regression is defined as:

(3.28)

### Poisson KL Estimator

Lukman *et al*., (2021a) proposed the Poisson KL estimator and it defined as:

(3.29)

Similarly, the Poisson KL estimator in canonical form is expressed as:

(2.30)

The mean squared error for the Poisson KL estimator is defined as:

(3.31)

### Poisson Modified KL Estimator (Proposed Estimator)

From the MKL estimator proposed above for the linear regression model and by extension to the Poisson regression model, the Poisson MKL estimator is defined as:

(3.32)

The Poisson modified KL estimator in canonical form is expressed as:

The Mean Squared Error of the MKL estimators is defined as:

(3.33)

## The Ridge, KL and the Modified KL Estimators in Logistic Regression Model

The outcome variable in a logistic regression model follows a Bernoulli distribution y~Be such that:

(3.34)

where *x*i is the ith row of an *n*×*p* matrix of *X*, *β* is a p×1 vector of unknown regression coefficients.

The MLE of *β* can be obtained using the iterative weighted least squares algorithm for the differentiated function and the estimate obtained as:

(3.35)

where and z is a vector where the *i*th element equals which is asymptotically unbiased estimate of *β.*

### Logistic Ridge Estimator

The logistic ridge regression estimator (LRR) by Schaefer *et al*. (1984) is defined as:

(3.36)

The estimator is expressed in canonical form as:

where the MSE expressed as:

### Logistic KL Estimator

The KL estimator introduced into the Logistic regression model is defined as:

(3.37)

Consequently, the logistic KL estimator can be expressed in canonical form as:

(3.38)

and the mean squared error expressed as:

### Logistic Modified KL Estimator (Proposed Estimator)

The Modified KL (MKL) estimator defined earlier is introduced as the logistic version of the modified KL estimator. The Logistic Modified KL estimator is therefore defined as:

(3.39)

The estimator is expressed in canonical form as:

(3.40)

The mean squared error is expressed as

## Theoretical Comparison

The new estimator (MKL) is theoretically compared with the ridge estimator and the KL estimator in the LRM. The comparison is extended to the Poisson and the logistic regression models. Given that is a positive definite matrix and can be expressed as shown in equation (3.6) where and , and *P* is an orthogonal matrix whose columns consists of the eigenvectors of such that and are the eigenvalues of, the Ridge estimator of in the canonical regression model is given as:

(3.41)

The KL estimator of is given as:

(3.42)

The MKL estimator of is given as:

(3.43)

where *k* is the shrinkage parameter.

The following lemmas are considered when comparing estimators.

**Lemma 3.1:** Let M be an n×n positive definite matrix, that is *M* >0, and be some vector, then if and only if Farebrother (1976).

**Lemma 3.2:** Let be two linear estimators of . Suppose that where *i*=1,2 denotes the covariance matrix of and. i=1,2.Consequently, if and only if where (Trenkler and Toutenburg, 1990).

### Comparison in Linear Regression Model

The proposed estimator is theoretically compared to other one parameter ridge estimator in order to determine superiority.

#### Comparison Between and .

**Theorem 3.4.1.1**

If *k>0*, then the estimator is superior to the estimator using the MSE matrix criterion if and only if .

**Proof**

We observed that is positive definite such that . Lemma 3.2 completed.

#### Comparison Between and .

**Theorem 3.4.1.2**

If *k > 0*, then the estimator is superior to the estimator using the MSE matrix criterion if and only if .

**Proof**

We observed that is non-negative such that . Therefore, Lemma 3.2 completed.

#### Comparison Between and .

**Theorem 3.4.1.3**

If *k > 0*, then the estimator is superior to the estimator using the MSE matrix criterion if and only if: .

**Proof**

Simplifying further, we have such that for *k >*0. Lemma completed

### Comparison in Poisson Regression Model

Theoretical comparisons are carried out between the estimators for the Poisson regression model.

#### Comparison Between and

**Theorem 3.4.2.1:** is preferred to iff, provided *k*>0.

**Proof**

It is observed that such that the expression above is non-negative for k>0

#### Comparison Between and

**Theorem 3.4.2.2:** is preferred to iff, provided *k*>0.

**Proof**

We can observe that the difference of the variance of the estimator is non-negative since for *k>*0.

#### Comparison Between and

**Theorem 3.4.2.3:**  is preferred to iff, provided *k*>0.

**Proof**

The difference of the MSE is non-negative since for k > 0. Lemma completed.

### Comparison in Logistic Regression Model

Theoretical comparisons are carried out between the estimators for the logistic regression model.

#### Comparison Between and

**Theorem 3.4.3.1:**  is preferred to iff, provided the shrinkage parameter *k*>0.

**Proof**

It is observed that is positive definite such that . Lemma completed.

#### Comparison Between and .

**Theorem 3.4.3.2:**  is preferred to iff, provided the shrinkage parameter *k*>0.

**Proof**

We observed that since is non-negative such that . Lemma completed.

#### Comparison Between and

**Theorem 3.4.3.3:**  is preferred to iff, provided the shrinkage parameter *k*>0.

**Proof**

The difference of the variance is non-negative since such that for *k >*0. Proof completed.

## Selection of the Shrinkage Parameter k

How well an estimator perform is dependent on the selection of its shrinkage parameter (Lukman and Ayinde, 2017). Various forms and types of shrinkage parameters that exists such as the arithmetic mean, minimum, maximum, midrange, median, geometric mean and harmonic mean were considered. New forms and types of shrinkage parameters for the KL and MKL estimators based on the different available methods are then developed.

### Ridge Parameters Based on Hoerl and Kennard

Hoerl and Kennard (1970) proposed a biasing parameter which is of the form:

(3.44)

and also suggested estimating ridge parameter by taking the maximum of such that the estimator of k is consequently defined as:

(3.45)

where is the ith element of the vector , *i=1,2,…,p* ; *p* is the number of regressors and

(3.46)

Hoerl *et al.* (1975) proposed a different estimator of *k* by taking the Harmonic Mean of the ridge parameter . This estimator is given as:

Kibria (2003) proposed new estimators of *k* by taking the geometric mean, arithmetic mean and median of the ridge parameter . These estimators are respectively defined as:

(3.47) (3.48)

### Ridge Parameters Based on Alkhamisi *et al.* (2006)

Alkhamisi *et al*. (2006) proposed another ridge parameter . They proposed estimators of *k* as the Arithmetic Mean and Median of the ridge parameter . These estimators are respectively defined as:

(3.49)

(3.50)

### Ridge Parameters Based on Muniz *et al.* (2012)

Muniz *et al.* (2012) proposed the estimator of the ridge parameter K as the Varying Maximum and Arithmetic Mean of the ridge parameter . These estimators are respectively defined as:

(3.51)

(3.52)

### Other Forms of Shrinkage Parameters

Khalaf and Shukur (2005) suggested a new method of selecting the parameter *k*. This can be seen in the form of Fixed Maximum of the ridge parameter . The estimator is defined as:

(3.53)

Muniz and Kibria (2009) proposed the estimator of the ridge parameter *k* as the Geometric Mean of the ridge parameter . The estimator is given as:

(3.54)

Fayose and Ayinde (2019) proposed ridge parameter defined as:

(3.55)

Three different versions of the ridge parameter also proposed were examined in this study. These are defined as follow:

(3.56)

(3.57)

(3.58)

### Proposed Ridge Parameters

Lukman and Ayinde (2017) introduced the classification of existing generalized ridge parameters using the ideas of forms and types. By adopting the same idea of Lukman and Ayinde (2017), different forms and types of the ridge parameters were developed.

#### Proposed Ridge Parameters Based on the KL Estimator

Kibria and Lukman (2020) proposed a biasing parameter of the generalized form as:

(3.59)

Other proposed forms of the KL parameter are shown from equation (3.60) to equation (3.66) while the different forms and types of the KL ridge parameter are then further summarized in Table 3.1.

(3.60)

where

(3.61)

where

(3.62)

where

(3.63)

where

(3.64)

where

(3.65)

where

(3.66)

where

Table 3.1: Different forms and types of KL Ridge Parameter.

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| FORMS | TYPES | | | | | | |
| AR | MN | MA | MR | MD | GM | HM |
|  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |

### Ridge Parameter Based on Modified KL Estimator

Following previous studies such as Kibria (2003), Kibria and Lukman (2020), Ahmad and Aslam (2020), the mean squared error of the Modified Kibria Lukman estimator is differentiated with respect to k (the shrinkage parameter) and the expression equated to zero.

Differentiate eqn. (3.15) with respect to *k*,

(3.67)

(3.68)

Equating (3.68) to zero and solving for *k*, the resulting *k* values are:

(3.69)

(3.70)

and

(3.71)

The performance of this estimator depends largely on the use of the biasing parameter *k.* Thus, the and the were used as the biasing parameter for the modified Kibria-Lukman estimator given that and such that . The is not used because i.e .

Different forms of the ridge parameter proposed in this study include:

(3.72)

where

(3.73)

where

(3.74)

(3.75)

where

(3.76)

where

(3.77)

where

(3.78)

where

Different types of the ridge parameter is not considered due to the peculiarity of the parameter.

Different forms of the ridge parameter proposed in this study include:

(3.79)

(3.80)

where

(3.81)

where

(3.82)

where

(3.83)

where

(3.84)

where

(3.85)

where

(3.86)

where

Table 3.2: Proposed forms and types of the MKL2 Ridge Parameter

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| FORMS | TYPES | | | | | | |
| AR | MN | MA | MR | MD | GM | HM |
|  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |

## Simulation Study

In this section, simulation study was used to provide information on the performance of the estimators by using the R Studio programming language. Simulations were carried out for the CLRM and the GLMs.

### Procedure for Generating the Explanatory Variable

The simulation procedure used by Kibria (2003) was adopted to generate the explanatory variables in this study and is given as:

(3.87)

Where are independent standard normal pseudo-random numbers and is the correlation between the variables. Different levels of correlation were considered for the simulation in this study. The values of were taken to be 0.8, 0.9, 0.95, 0.99 and 0.999 respectively (Liu, 2003; Ozkale and Karciranlar, 2007; Kibria and Lukman, 2020; Ahmad and Aslam, 2020).

### Procedure for Generating the Dependent Variable

The response variable was determined using

(3.88)

where is assumed to be normally distributed with mean of 0 and variance such that p is the number of independent variables, p in this study was taken to be 4 and 8.The parameter values were chosen such that =1. This is a common restriction in simulation studies of this type (Muniz and Kibria, 2009). Simulation studies was repeated 5000 times for the following sample sizes: n = 10, 20, 30, 50, 100 and 200 for the CLRM. Sample sizes of n=50, 75, 100 and 200 were used for the GLMs. Error variance = 1, 9, 25, 49 and 100 were also used. For the CLRM, at a specified value of n, p, σ and , the fixed X’s were first generated; followed by the , and the values of Y were then obtained using the regression model. For the logistic regression model, the n dependent variables were generated using the Bernoulli distribution where and xi is the ith row of the data matrix X. The dependent variables for the Poisson regression model were done using pseudo-random numbers from Po(µi) where and Xi is the ith row of the design matrix with being the coefficient vector. This process was replicated 5000 times for each case.

### Criterion for Investigating the Performance of the Ridge Parameters

Several authors have used the Mean Square Error (MSE) to compare the performance of ridge regression estimator with the Ordinary Least Square estimator and other proposed estimators when there is multicollinearity (Hoerl and Kennard, 1970; Lawless and Wang, 1976; Kibria, 2003; Kibria and Lukman, 2020; Ahmad and Aslam, 2020). To investigate the performance of the ridge estimators, the MSE is calculated and generated using different ridge parameters as follows:

(3.89)

where would be any of the estimators. The estimator with the smallest MSE was considered the best.

## Real Life Data Application

For the purpose of real-life analysis some of the datasets that have been adopted in other studies of this type were employed for the CLRM and GLMs.

### Data for Linear Regression Model

The famous Portland cement data initially applied by Woods *et al*. (1932) have been adopted by other researchers such as Li and Yang (2012), Kibria and Lukman (2020), Aslam and Ahmad (2020) was used in this study. The data set has its outcome and independent variables listed as follow:

*Y*= Heat evolved after 180 days of curing/calorie per gram of cement

*X*1 = Tricalcium Aluminate

*X*2 = Tricalcium Silicate

*X*3 = Tetracalcium Aluminoferrite

*X*4 = *β*-Dicalcium Silicate

The regression model for the data is written as:

(3.90)

The variance inflation factors for the data set were VIF1=38.50, VIF2=254.42, VIF3=46.87 and VIF4=282.51. The eigenvalues of the X’X matrix were , , and and while the condition number was also obtained as 424. The sample size n is 13. The three parameters for determining the presence of multicollinearity all indicated the presence of multicollinearity.

### Real-Life Application for Logistic Regression Model

The data set adopted for the logistic regression model was initially adopted by Pena *et al*. (2011) and subsequently by (Ozkale, 2016; Lukman *et al*. 2020b). The growth limit of *Alicyclobacillus acidoterrestris* CRA7152 in apple juice was modelled. The logistic regression model was used to investigate the effect of pH, concentration of Nisin (Ni), temperature (T), soluble solids concentration (Brix) on the growth probability of *Alicyclobacillus acidoterrestris* CRA7152 in apple juice (*g*). The model is expressed as:

(3.91)

The data set was studied by Ozkale (2016) and the following eigenvalues of the   
matrix at the final iteration were obtained as = 4.2143, = 0.1774,  
 = 0.1145, = 0.0718 and = 0.0303. The condition number was then obtained as 138.8583 which indicates the presence of multicollinearity.

### Real-Life Application for Poisson Regression Model

Myers et al. (2012) were the first researchers to use the Poisson regression model on an aircraft damage dataset, and other researchers have since done the same (Asar and Genc, 2017a; Amin et al., 2020). The McDonnell Douglas A-4 Skyhawk and the A-6 Grumman Itruder are two distinct aircraft that are covered in some detail by the dataset. The number of damaged areas on the aircraft is the dependent variable, and it has a Poisson distribution (Asar and Genc, 2017a; Amin et al., 2020). Three explanatory variables are included in the data set: X1 (aircraft type) determines the binary nature of the outcome (A-4 is coded as 0 and A-6 is coded as 1), X2 (bomb load in tons), and X3 (number of months of aircrew experience). Multicollinearity has a significant impact on the data set, as Myers et al. (2012) were able to determine. The eigenvalues used to interpret the data were 4.333, 374.8961, and 2085.2251, while the condition number is 219.365.



# RESULTS AND DISCUSSION

# Introduction

In this chapter, we have the results and discussion from simulation and real life data application.

## Summary of Results of the Estimators with Linear Regression Model

The summary of the three ridge parameters KL, MKL1 and MKL2 for the linear regression model is provided as follows:

### KL Result with Linear Regression Model

The frequency (number of times) of each ridge parameter for the KL estimator in linear regression model whose MSE ranked between 1 and 10 when counted over the levels of multicollinearity and error variance is presented in Table 4.1. See also appendix 1-30 for the MSE of the different KL ridge parameters. The performance of the KL ridge parameter shows that when the number of explanatory variables is 4, the MRKLHM had the highest frequency of 142 and the performance was consistent as the sample size increased. Its performance was closely marked by MAKLHM with frequency of 137. Other forms of the ridge parameter that performed well and had frequency of 132,125 and 120 include the MAKLMN, AMKLHM and MRKLMD respectively. With an increase in the number of explanatory variables, the MRKLHM also had the highest frequency of 117 while the MRKLMD and MAKLMN also performed well with a frequency of 110 and 100 respectively. In general, for the KL ridge parameter in linear regression, the MRKLHM had the best performance at all sample size and number of explanatory variables. Figure 4.1 illustrates the 5 best KL ridge parameter at different levels of explanatory variables and sample sizes. The Figure shows the consistency of the MRKLHM ridge parameter which was selected as best performing ridge parameter for the KL estimator.

Table 4.1:Frequency of KL Parameters that ranked between one and ten across all Sample Sizes for the KL Ridge Estimator in Linear Regression Model

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| p | Estimators | n | | | | | | Total | Rank |
| 10 | 20 | 30 | 50 | 100 | 200 |
| 4 | GKL | 0 | 0 | 0 | 0 | 2 | 1 | 3 | 31 |
| GKLAM | 0 | 0 | 0 | 0 | 1 | 1 | 2 | 34 |
| GKLMN | 0 | 0 | 0 | 0 | 2 | 2 | 4 | 28 |
| GKLMA | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 35 |
| GKLMR | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 35 |
| GKLMD | 0 | 0 | 0 | 0 | 2 | 2 | 4 | 28 |
| GKLGM | 0 | 0 | 0 | 0 | 2 | 1 | 3 | 31 |
| GKLHM | 0 | 0 | 0 | 0 | 2 | 1 | 3 | 31 |
| AMKL | 3 | 4 | 6 | 6 | 6 | 9 | 34 | 15 |
| AMKLAM | 0 | 0 | 0 | 3 | 6 | 3 | 12 | 20 |
| AMKLMN | 0 | 0 | 0 | 2 | 1 | 3 | 6 | 26 |
| AMKLMR | 0 | 0 | 0 | 1 | 2 | 1 | 4 | 28 |
| AMKLMD | 25 | 25 | 25 | 17 | 6 | 7 | 105 | 6 |
| AMKLGM | 7 | 13 | 12 | 17 | 18 | 18 | 85 | 7 |
| **AMKLHM** | **25** | **23** | **25** | **22** | **16** | **14** | **125** | **4** |
| MAKL | 0 | 0 | 0 | 1 | 6 | 8 | 15 | 19 |
| **MAKLMN** | **25** | **25** | **15** | **23** | **22** | **22** | **132** | **3** |
| MAKLMD | 0 | 9 | 1 | 22 | 21 | 21 | 74 | 9 |
| MAKLGM | 0 | 0 | 0 | 2 | 5 | 4 | 11 | 21 |
| **MAKLHM** | **25** | **25** | **24** | **21** | **21** | **21** | **137** | **2** |
| MRKL | 2 | 3 | 4 | 5 | 8 | 12 | 34 | 15 |
| MRKLAM | 0 | 0 | 0 | 3 | 3 | 2 | 8 | 25 |
| MRKLMN | 0 | 0 | 1 | 2 | 4 | 3 | 10 | 23 |
| **MRKLMD** | **25** | **25** | **25** | **22** | **12** | **11** | **120** | **5** |
| MRKLGM | 7 | 12 | 12 | 14 | 16 | 14 | 75 | 8 |
| **MRKLHM** | **25** | **25** | **25** | **23** | **22** | **22** | **142** | **1** |
| MDKLMD | 11 | 14 | 9 | 2 | 0 | 0 | 36 | 14 |
| MDKLGM | 0 | 0 | 0 | 0 | 5 | 4 | 9 | 24 |
| MDKLHM | 23 | 11 | 12 | 5 | 4 | 4 | 59 | 12 |
| GMKL | 12 | 10 | 10 | 11 | 9 | 10 | 62 | 11 |
| GMKLAM | 0 | 3 | 6 | 4 | 5 | 7 | 25 | 17 |
| GMKLMN | 0 | 0 | 0 | 2 | 2 | 2 | 6 | 26 |
| GMKLMR | 0 | 0 | 5 | 0 | 3 | 3 | 11 | 21 |
| GMKLMD | 17 | 8 | 14 | 1 | 3 | 2 | 45 | 13 |
| GMKLGM | 14 | 11 | 16 | 10 | 10 | 11 | 72 | 10 |
| GMKLHM | 4 | 4 | 3 | 1 | 3 | 2 | 17 | 18 |
| HMKL | 0 | 0 | 0 | 1 | 0 | 0 | 1 | 35 |
| HMKLAM | 0 | 0 | 0 | 1 | 0 | 0 | 1 | 35 |
| HMKLMN | 0 | 0 | 0 | 1 | 0 | 0 | 1 | 35 |
| HMKLMA | 0 | 0 | 0 | 1 | 0 | 0 | 1 | 35 |
| HMKLMR | 0 | 0 | 0 | 1 | 0 | 0 | 1 | 35 |
| HMKLMD | 0 | 0 | 0 | 1 | 0 | 0 | 1 | 35 |
| HMKLGM | 0 | 0 | 0 | 1 | 0 | 0 | 1 | 35 |
| HMKLHM | 0 | 0 | 0 | 1 | 0 | 0 | 1 | 35 |
| Total | 250 | 250 | 250 | 250 | 250 | 250 | 1500 |  |
|  | Estimators | n | | | | | | Total |  |
| 10 | 20 | 30 | 50 | 100 | 200 |  |  |
| 8 | GKL | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 36 |
| GKLAM | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 36 |
| GKLMN | 0 | 0 | 0 | 0 | 0 | 2 | 2 | 34 |
| GKLMR | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 36 |
| GKLMD | 0 | 0 | 0 | 0 | 0 | 2 | 2 | 34 |
| GKLGM | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 36 |
| GKLHM | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 36 |
| AMKL | 0 | 1 | 4 | 12 | 10 | 11 | 38 | 14 |
| AMKLAM | 0 | 0 | 0 | 5 | 3 | 3 | 11 | 28 |
| AMKLMN | 25 | 0 | 0 | 2 | 2 | 1 | 30 | 18 |
| AMKLMD | 0 | 25 | 25 | 16 | 2 | 4 | 72 | 9 |
| **AMKLGM** | **0** | **8** | **9** | **24** | **23** | **22** | **86** | **5** |
| **AMKLHM** | **0** | **25** | **25** | **9** | **15** | **14** | **88** | **4** |
| MAKL | 0 | 0 | 0 | 1 | 3 | 4 | 8 | 32 |
| **MAKLMN** | **25** | **3** | **4** | **23** | **23** | **22** | **100** | **3** |
| MAKLMD | 0 | 0 | 1 | 22 | 22 | 20 | 65 | 10 |
| MAKLGM | 0 | 0 | 0 | 4 | 4 | 3 | 11 | 28 |
| MAKLHM | 0 | 13 | 8 | 22 | 22 | 19 | 84 | 6 |
| MRKL | 0 | 0 | 3 | 6 | 8 | 9 | 26 | 20 |
| MRKLAM | 0 | 0 | 0 | 3 | 0 | 0 | 3 | 33 |
| MRKLMN | 25 | 0 | 1 | 2 | 3 | 2 | 33 | 16 |
| **MRKLMD** | **0** | **25** | **25** | **24** | **20** | **16** | **110** | **2** |
| MRKLGM | 0 | 8 | 9 | 23 | 22 | 21 | 83 | 7 |
| **MRKLHM** | **0** | **25** | **25** | **22** | **23** | **22** | **117** | **1** |
| MDKL | 0 | 0 | 0 | 0 | 1 | 0 | 1 | 36 |
| MDKLMN | 25 | 0 | 0 | 0 | 1 | 0 | 26 | 20 |
| MDKLMD | 0 | 7 | 14 | 0 | 0 | 0 | 21 | 27 |
| MDKLGM | 0 | 0 | 0 | 0 | 4 | 6 | 10 | 31 |
| MDKLHM | 0 | 23 | 21 | 0 | 0 | 0 | 44 | 13 |
| GMKL | 0 | 19 | 18 | 8 | 8 | 9 | 62 | 11 |
| GMKLAM | 0 | 1 | 1 | 10 | 12 | 9 | 33 | 16 |
| GMKLMN | 25 | 0 | 0 | 0 | 1 | 2 | 28 | 19 |
| GMKLMR | 0 | 0 | 1 | 4 | 3 | 3 | 11 | 28 |
| GMKLMD | 0 | 25 | 21 | 1 | 1 | 3 | 51 | 12 |
| GMKLGM | 0 | 25 | 21 | 6 | 12 | 11 | 75 | 8 |
| GMKLHM | 0 | 17 | 14 | 1 | 2 | 2 | 36 | 15 |
| HMKL | 25 | 0 | 0 | 0 | 0 | 0 | 25 | 22 |
| HMKLAM | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 36 |
| HMKLMN | 25 | 0 | 0 | 0 | 0 | 0 | 25 | 22 |
| HMKLMA | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 36 |
| HMKLMR | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 36 |
| HMKLMD | 22 | 0 | 0 | 0 | 0 | 0 | 22 | 26 |
| HMKLGM | 23 | 0 | 0 | 0 | 0 | 0 | 23 | 25 |
| HMKLHM | 25 | 0 | 0 | 0 | 0 | 0 | 25 | 22 |
|  | Total | 245 | 250 | 250 | 250 | 250 | 250 | 1495 |  |

Figure 4.1: Best KL Ridge Parameters in Linear Regression Model.

### MKL1 Results with Linear Regression Model

Table 4.2 shows the frequency of each ridge parameter for the MKL estimator whose MSE ranked between 1 and 10 when counted over the levels of multicollinearity and error variance for the MKL1 ridge parameter (see appendix 1-30 for MSE of MKL 1 ridg parameters). The result for the MKL1 ridge parameter when the number of explanatory variables is 4 shows that the GMKL1MN, AMMKL1MN, MNMKL1, MNMKL1MN, MAMKL1MN, MRMKL1MN, MDMKL1MN and the GMMKL1MN had the highest frequency of 57 which all had minimum form of . These were followed in performance by HMMKL1GM with a frequency of 49 and GMKL1AM, AMMKL1AM, AMMKL1, MNMKL1AM, MAMKL1AM, MRMKL1AM, MDMKL1AM, GMMKL1AM with frequency of 45 which all have arithmetic mean form of . The performance of the estimators generally improved as the sample size increased. When the number of explanatory variables is increased to 8, the GMKL1AM, AMMKL1, AMMKL1AM, MNMKL1AM, MAMKL1AM, MRMKL1AM, MDMKL1AM and GMMKL1AM had the highest frequency of 89. The parameters all had the arithmetic mean form of . The performance of the best MKL1 ridge parameter is shown in Figure 4.2. The MKL1 ridge parameters that has the Arithmetic mean form of λ had better performance at low sample size while the MKL1 ridge parameters that has the minimum form of λ improved as the sample size increased.

Table 4.2: Frequency of MKL1 Parameters that ranked between one and ten across all Sample Size for the MKL Ridge Estimator in Linear Regression Model

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| p | Estimators | n | | | | | | Total | Rank |
| 10 | 20 | 30 | 50 | 100 | 200 |
| 4 | GMKL1AM | 13 | 12 | 7 | 7 | 4 | 2 | 45 | 10 |
| **GMKL1MN** | **4** | **6** | **9** | **11** | **14** | **13** | **57** | **1** |
| GMKL1MA | 3 | 0 | 0 | 0 | 0 | 0 | 3 | 31 |
| GMKL1MD | 0 | 0 | 1 | 0 | 0 | 0 | 1 | 40 |
| GMKL1GM | 5 | 7 | 7 | 7 | 7 | 10 | 43 | 18 |
| GMKL1HM | 0 | 0 | 1 | 0 | 0 | 0 | 1 | 40 |
| AMMKL1 | 13 | 12 | 7 | 7 | 4 | 2 | 45 | 10 |
| AMMKL1AM | 13 | 12 | 7 | 7 | 4 | 2 | 45 | 10 |
| **AMMKL1MN** | **4** | **6** | **9** | **11** | **14** | **13** | **57** | **1** |
| AMMKL1MA | 3 | 0 | 0 | 0 | 0 | 0 | 3 | 31 |
| AMMKL1MD | 0 | 0 | 1 | 0 | 0 | 0 | 1 | 40 |
| AMMKL1GM | 5 | 7 | 7 | 7 | 7 | 10 | 43 | 18 |
| AMMKL1HM | 0 | 0 | 1 | 0 | 0 | 0 | 1 | 40 |
| **MNMKL1** | **4** | **6** | **9** | **11** | **14** | **13** | **57** | **1** |
| MNMKL1AM | 13 | 12 | 7 | 7 | 4 | 2 | 45 | 10 |
| **MNMKL1MN** | **4** | **6** | **9** | **11** | **14** | **13** | **57** | **1** |
| MNMKL1MA | 3 | 0 | 0 | 0 | 0 | 0 | 3 | 31 |
| MNMKL1MD | 0 | 0 | 1 | 0 | 0 | 0 | 1 | 40 |
| MNMKL1GM | 5 | 7 | 7 | 7 | 7 | 10 | 43 | 18 |
| MNMKL1HM | 0 | 0 | 1 | 0 | 0 | 0 | 1 | 40 |
| MAMKL1 | 3 | 0 | 0 | 0 | 0 | 0 | 3 | 31 |
| MAMKL1AM | 13 | 12 | 7 | 7 | 4 | 2 | 45 | 10 |
| **MAMKL1MN** | **4** | **6** | **9** | **11** | **14** | **13** | **57** | **1** |
| MAMKL1MA | 3 | 0 | 0 | 0 | 0 | 0 | 3 | 31 |
| MAMKL1MD | 0 | 0 | 1 | 0 | 0 | 0 | 1 | 40 |
| MAMKL1GM | 5 | 7 | 7 | 7 | 7 | 10 | 43 | 18 |
| MAMKL1HM | 0 | 0 | 1 | 0 | 0 | 0 | 1 | 40 |
| MRMKL1AM | 13 | 12 | 7 | 7 | 4 | 2 | 45 | 10 |
| **MRMKL1MN** | **4** | **6** | **9** | **11** | **14** | **13** | **57** | **1** |
| MRMKL1MA | 3 | 0 | 0 | 0 | 0 | 0 | 3 | 31 |
| MRMKL1MD | 0 | 0 | 1 | 0 | 0 | 0 | 1 | 40 |
| MRMKL1GM | 5 | 7 | 7 | 7 | 7 | 10 | 43 | 18 |
| MRMKL1HM | 0 | 0 | 1 | 0 | 0 | 0 | 1 | 40 |
| MDMKL1 | 0 | 0 | 1 | 0 | 0 | 0 | 1 | 40 |
| MDMKL1AM | 13 | 12 | 7 | 7 | 4 | 2 | 45 | 10 |
| **MDMKL1MN** | **4** | **6** | **9** | **11** | **14** | **13** | **57** | **1** |
| MDMKL1MA | 3 | 0 | 0 | 0 | 0 | 0 | 3 | 31 |
| MDMKL1MD | 0 | 0 | 1 | 0 | 0 | 0 | 1 | 40 |
| MDMKL1GM | 5 | 7 | 7 | 7 | 7 | 10 | 43 | 18 |
| MDMKL1HM | 0 | 0 | 1 | 0 | 0 | 0 | 1 | 40 |
| GMMKL1 | 5 | 7 | 7 | 7 | 7 | 10 | 43 | 18 |
| GMMKL1AM | 13 | 12 | 7 | 7 | 4 | 2 | 45 | 10 |
| **GMMKL1MN** | **4** | **6** | **9** | **11** | **14** | **13** | **57** | **1** |
| GMMKL1MA | 3 | 0 | 0 | 0 | 0 | 0 | 3 | 31 |
| GMMKL1MD | 0 | 0 | 1 | 0 | 0 | 0 | 1 | 40 |
| GMMKL1GM | 5 | 7 | 7 | 7 | 7 | 10 | 43 | 18 |
| GMMKL1HM | 0 | 0 | 1 | 0 | 0 | 0 | 1 | 40 |
| HMMKL1 | 0 | 0 | 1 | 0 | 0 | 0 | 1 | 40 |
| HMMKL1AM | 3 | 0 | 0 | 0 | 0 | 0 | 3 | 31 |
| HMMKL1MN | 1 | 1 | 3 | 4 | 5 | 2 | 16 | 29 |
| HMMKL1MA | 14 | 9 | 4 | 6 | 2 | 1 | 36 | 27 |
| HMMKL1MR | 6 | 1 | 0 | 0 | 0 | 0 | 7 | 30 |
| HMMKL1MD | 5 | 8 | 6 | 8 | 5 | 6 | 38 | 26 |
| HMMKL1GM | 8 | 10 | 9 | 7 | 8 | 7 | 49 | 9 |
| HMMKL1HM | 3 | 6 | 6 | 7 | 6 | 6 | 34 | 28 |
| Total | 240 | 235 | 228 | 232 | 226 | 222 | 1383 |  |
|  | Estimators | n | | | | | |  |  |
| 10 | 20 | 30 | 50 | 100 | 200 |  |  |
| 8 | **GMKL1AM** | **18** | **16** | **15** | **13** | **14** | **13** | **89** | **1** |
| GMKL1MN | 0 | 2 | 4 | 12 | 10 | 12 | 40 | 12 |
| GMKL1MA | 2 | 1 | 1 | 0 | 0 | 0 | 4 | 32 |
| GMKL1MR | 2 | 0 | 0 | 0 | 0 | 0 | 2 | 48 |
| GMKL1MD | 1 | 1 | 0 | 0 | 0 | 0 | 2 | 48 |
| GMKL1GM | 2 | 4 | 3 | 0 | 1 | 0 | 10 | 23 |
| GMKL1HM | 0 | 1 | 2 | 0 | 0 | 0 | 3 | 40 |
| **AMMKL1** | **18** | **16** | **15** | **13** | **14** | **13** | **89** | **1** |
| **AMMKL1AM** | **18** | **16** | **15** | **13** | **14** | **13** | **89** | **1** |
| AMMKL1MN | 0 | 2 | 4 | 12 | 10 | 12 | 40 | 12 |
| AMMKL1MA | 2 | 1 | 1 | 0 | 0 | 0 | 4 | 32 |
| AMMKL1MR | 2 | 0 | 0 | 0 | 0 | 0 | 2 | 48 |
| AMMKL1MD | 1 | 1 | 0 | 0 | 0 | 0 | 2 | 48 |
| AMMKL1GM | 2 | 4 | 3 | 0 | 1 | 0 | 10 | 23 |
| AMMKL1HM | 0 | 1 | 2 | 0 | 0 | 0 | 3 | 40 |
| MNMKL1 | 0 | 2 | 4 | 12 | 10 | 12 | 40 | 12 |
| **MNMKL1AM** | **18** | **16** | **15** | **13** | **14** | **13** | **89** | **1** |
| MNMKL1MN | 0 | 2 | 4 | 12 | 10 | 12 | 40 | 12 |
| MNMKL1MA | 2 | 1 | 1 | 0 | 0 | 0 | 4 | 32 |
| MNMKL1MR | 2 | 0 | 0 | 0 | 0 | 0 | 2 | 48 |
| MNMKL1MD | 1 | 1 | 0 | 0 | 0 | 0 | 2 | 48 |
| MNMKL1GM | 2 | 4 | 3 | 0 | 1 | 0 | 10 | 23 |
| MNMKL1HM | 0 | 1 | 2 | 0 | 0 | 0 | 3 | 40 |
| MAMKL1 | 2 | 1 | 1 | 0 | 0 | 0 | 4 | 32 |
| **MAMKL1AM** | **18** | **16** | **15** | **13** | **14** | **13** | **89** | **1** |
| MAMKL1MN | 0 | 2 | 4 | 12 | 10 | 12 | 40 | 12 |
| MAMKL1MA | 2 | 1 | 1 | 0 | 0 | 0 | 4 | 32 |
| MAMKL1MR | 2 | 0 | 0 | 0 | 0 | 0 | 2 | 48 |
| MAMKL1MD | 1 | 1 | 0 | 0 | 0 | 0 | 2 | 48 |
| MAMKL1GM | 2 | 4 | 3 | 0 | 1 | 0 | 10 | 23 |
| MAMKL1HM | 0 | 1 | 2 | 0 | 0 | 0 | 3 | 40 |
| MRMKL1 | 2 | 0 | 0 | 0 | 0 | 0 | 2 | 48 |
| **MRMKL1AM** | **18** | **16** | **15** | **13** | **14** | **13** | **89** | **1** |
| MRMKL1MN | 0 | 2 | 4 | 12 | 10 | 12 | 40 | 12 |
| MRMKL1MA | 2 | 1 | 1 | 0 | 0 | 0 | 4 | 32 |
| MRMKL1MR | 2 | 0 | 0 | 0 | 0 | 0 | 2 | 48 |
| MRMKL1MD | 1 | 1 | 0 | 0 | 0 | 0 | 2 | 48 |
| MRMKL1GM | 2 | 4 | 3 | 0 | 1 | 0 | 10 | 23 |
| MRMKL1HM | 0 | 1 | 2 | 0 | 0 | 0 | 3 | 40 |
| MDMKL1 | 1 | 1 | 0 | 0 | 0 | 0 | 2 | 48 |
| **MDMKL1AM** | **18** | **16** | **15** | **13** | **14** | **13** | **89** | **1** |
| MDMKL1MN | 0 | 2 | 4 | 12 | 10 | 12 | 40 | 12 |
| MDMKL1MA | 2 | 1 | 1 | 0 | 0 | 0 | 4 | 32 |
| MDMKL1MR | 2 | 0 | 0 | 0 | 0 | 0 | 2 | 48 |
| MDMKL1MD | 1 | 1 | 0 | 0 | 0 | 0 | 2 | 48 |
| MDMKL1GM | 2 | 4 | 3 | 0 | 1 | 0 | 10 | 23 |
| MDMKL1HM | 0 | 1 | 2 | 0 | 0 | 0 | 3 | 40 |
| GMMKL1 | 2 | 4 | 3 | 0 | 1 | 0 | 10 | 23 |
| **GMMKL1AM** | **18** | **16** | **15** | **13** | **14** | **13** | **89** | **1** |
| GMMKL1MN | 0 | 2 | 4 | 12 | 10 | 12 | 40 | 12 |
| GMMKL1MA | 2 | 1 | 1 | 0 | 0 | 0 | 4 | 32 |
| GMMKL1MR | 2 | 0 | 0 | 0 | 0 | 0 | 2 | 48 |
| GMMKL1MD | 1 | 1 | 0 | 0 | 0 | 0 | 2 | 48 |
| GMMKL1GM | 2 | 4 | 3 | 0 | 1 | 0 | 10 | 23 |
| GMMKL1HM | 0 | 1 | 2 | 0 | 0 | 0 | 3 | 40 |
| HMMKL1 | 0 | 1 | 2 | 0 | 0 | 0 | 3 | 40 |
| HMMKL1AM | 2 | 1 | 1 | 1 | 0 | 0 | 5 | 31 |
| HMMKL1MN | 0 | 5 | 4 | 6 | 8 | 9 | 32 | 22 |
| HMMKL1MA | 18 | 9 | 9 | 7 | 3 | 3 | 49 | 9 |
| HMMKL1MR | 16 | 6 | 6 | 4 | 1 | 0 | 33 | 21 |
| HMMKL1MD | 6 | 10 | 9 | 7 | 8 | 9 | 49 | 9 |
| HMMKL1GM | 5 | 9 | 8 | 8 | 9 | 10 | 49 | 9 |
| HMMKL1HM | 1 | 6 | 7 | 6 | 10 | 10 | 40 | 12 |
|  | Total | 248 | 246 | 244 | 239 | 239 | 241 | 1457 |  |

Figure 4.2: Best MKL1 Ridge Parameter in Linear Regression Mode

### MKL2 Result with Linear Regression Model

The results on Table 4.3 shows the frequency of each ridge parameter for the MKL estimator whose MSE ranked between 1 and 10 when counted over the levels of multicollinearity and error variance for MKL2 ridge parameter (see appendix 1-30 for MSE of MKL2 ridge parameters).The results when the number of explanatory variables are 4 shows that MAMKL2 had the highest frequency of 132 and was consistent at all the sample sizes. Other maximum versions of MKL2 also performed well although the performance of the parameters were better at lower sample sizes except for MAMKL2MD, MAMKL2GM and MAMKL2HM which had higher frequencies as the sample size increased. As the number of explanatory variables is increased to 8, all maximum versions of MKL2 also performed well with MAMKL2 still having the highest frequency of 123 although the estimator performed better at lower sample sizes except for MAMKL2MD, MAMKL2GM and MAMKL2HM that had higher frequencies at higher sample size. Figure 4.3 shows the performance of the five best MKL2 ridge parameters across different sample size and number of explanatory variables. The MAMKL2 consistently performed well across the sample size although its performance decreased as the sample size increased.

Table 4.3: Frequency of MKL2 parameters that ranks between one and ten across all sample size for the MKL estimator in linear regression model

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| p | Estimators | n | | | | | | Total | Rank |
| 10 | 20 | 30 | 50 | 100 | 200 |
| 4 | GMKL2 | 0 | 0 | 0 | 0 | 2 | 1 | 3 | 33 |
| GMKL2AM | 0 | 0 | 0 | 0 | 2 | 1 | 3 | 33 |
| GMKL2MN | 0 | 0 | 0 | 0 | 2 | 2 | 4 | 29 |
| GMKL2MA | 0 | 0 | 0 | 0 | 2 | 1 | 3 | 33 |
| GMKL2MR | 0 | 0 | 0 | 0 | 2 | 1 | 3 | 33 |
| GMKL2MD | 0 | 0 | 0 | 0 | 2 | 2 | 4 | 29 |
| GMKL2GM | 0 | 0 | 0 | 0 | 2 | 1 | 3 | 33 |
| GMKL2HM | 0 | 0 | 0 | 0 | 2 | 1 | 3 | 33 |
| AMMKL2 | 0 | 0 | 1 | 4 | 6 | 5 | 16 | 21 |
| AMMKL2AM | 1 | 3 | 3 | 5 | 9 | 9 | 30 | 15 |
| AMMKL2MN | 0 | 0 | 1 | 2 | 2 | 2 | 7 | 26 |
| AMMKL2MA | 6 | 5 | 5 | 2 | 2 | 1 | 21 | 18 |
| AMMKL2MR | 0 | 2 | 4 | 4 | 6 | 8 | 24 | 17 |
| AMMKL2MD | 1 | 1 | 2 | 3 | 2 | 2 | 11 | 23 |
| AMMKL2GM | 2 | 2 | 3 | 4 | 7 | 10 | 28 | 16 |
| AMMKL2HM | 0 | 1 | 1 | 2 | 3 | 5 | 12 | 22 |
| **MAMKL2** | **25** | **25** | **24** | **20** | **19** | **19** | **132** | **1** |
| **MAMKL2AM** | **24** | **23** | **22** | **20** | **14** | **15** | **118** | **2** |
| MAMKL2MN | 23 | 21 | 19 | 13 | 6 | 6 | 88 | 6 |
| MAMKL2MA | 23 | 21 | 19 | 13 | 6 | 6 | 88 | 6 |
| **MAMKL2MR** | **23** | **23** | **21** | **19** | **9** | **11** | **106** | **3** |
| MAMKL2MD | 7 | 9 | 11 | 18 | 20 | 20 | 85 | 8 |
| MAMKL2GM | 11 | 11 | 14 | 12 | 11 | 12 | 71 | 13 |
| MAMKL2HM | 4 | 7 | 8 | 17 | 18 | 19 | 73 | 12 |
| MRMKL2 | 17 | 14 | 10 | 9 | 12 | 12 | 74 | 11 |
| MRMKL2AM | 13 | 15 | 17 | 12 | 13 | 12 | 82 | 9 |
| MRMKL2MN | 21 | 19 | 15 | 11 | 11 | 5 | 82 | 9 |
| **MRMKL2MA** | **21** | **20** | **18** | **13** | **10** | **9** | **91** | **5** |
| **MRMKL2MR** | **23** | **21** | **21** | **14** | **14** | **13** | **106** | **3** |
| MRMKL2MD | 2 | 2 | 4 | 2 | 4 | 4 | 18 | 20 |
| MRMKL2GM | 2 | 3 | 4 | 8 | 15 | 12 | 44 | 14 |
| MRMKL2HM | 1 | 2 | 2 | 3 | 5 | 6 | 19 | 19 |
| MDMKL2MN | 0 | 0 | 0 | 1 | 0 | 0 | 1 | 42 |
| GMMKL2 | 0 | 0 | 0 | 2 | 3 | 3 | 8 | 24 |
| GMMKL2AM | 0 | 0 | 0 | 2 | 1 | 2 | 5 | 27 |
| GMMKL2MN | 0 | 0 | 0 | 2 | 3 | 3 | 8 | 24 |
| GMMKL2MR | 0 | 0 | 1 | 1 | 0 | 1 | 3 | 33 |
| GMMKL2MD | 0 | 0 | 0 | 1 | 1 | 2 | 4 | 29 |
| GMMKL2GM | 0 | 0 | 0 | 2 | 1 | 2 | 5 | 27 |
| GMMKL2HM | 0 | 0 | 0 | 1 | 1 | 2 | 4 | 29 |
| HMMKL2 | 0 | 0 | 0 | 1 | 0 | 0 | 1 | 42 |
| HMMKL2AM | 0 | 0 | 0 | 1 | 0 | 0 | 1 | 42 |
| HMMKL2MN | 0 | 0 | 0 | 1 | 0 | 0 | 1 | 42 |
| HMMKL2MA | 0 | 0 | 0 | 1 | 0 | 1 | 2 | 40 |
| HMMKL2MR | 0 | 0 | 0 | 1 | 0 | 1 | 2 | 40 |
| HMMKL2MD | 0 | 0 | 0 | 1 | 0 | 0 | 1 | 42 |
| HMMKL2GM | 0 | 0 | 0 | 1 | 0 | 0 | 1 | 42 |
| HMMKL2HM | 0 | 0 | 0 | 1 | 0 | 0 | 1 | 42 |
| Total | 250 | 250 | 250 | 250 | 250 | 250 | 1500 |  |
|  |  | n | | | | | |  |  |
| Estimators | 10 | 20 | 30 | 50 | 100 | 200 |  |  |
| 8 | GMKL2 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 37 |
| GMKL2AM | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 37 |
| GMKL2MN | 0 | 0 | 0 | 0 | 0 | 2 | 2 | 33 |
| GMKL2MA | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 37 |
| GMKL2MR | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 37 |
| GMKL2MD | 0 | 0 | 0 | 0 | 0 | 2 | 2 | 33 |
| GMKL2GM | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 37 |
| GMKL2HM | 0 | 0 | 0 | 0 | 0 | 2 | 2 | 33 |
| AMMKL2 | 0 | 0 | 1 | 3 | 2 | 5 | 11 | 21 |
| AMMKL2AM | 0 | 3 | 2 | 7 | 8 | 7 | 27 | 16 |
| AMMKL2MN | 0 | 0 | 1 | 2 | 3 | 2 | 8 | 24 |
| AMMKL2MA | 0 | 16 | 12 | 3 | 6 | 5 | 42 | 15 |
| AMMKL2MR | 0 | 5 | 5 | 5 | 6 | 3 | 24 | 17 |
| AMMKL2MD | 0 | 1 | 2 | 2 | 2 | 4 | 11 | 21 |
| AMMKL2GM | 0 | 1 | 3 | 4 | 5 | 6 | 19 | 18 |
| AMMKL2HM | 0 | 0 | 1 | 2 | 2 | 5 | 10 | 23 |
| **MAMKL2** | **25** | **23** | **24** | **20** | **17** | **14** | **123** | **1** |
| **MAMKL2AM** | **25** | **24** | **22** | **16** | **15** | **9** | **111** | **3** |
| MAMKL2MN | 25 | 20 | 19 | 13 | 11 | 8 | 96 | 7 |
| MAMKL2MA | 25 | 20 | 19 | 13 | 11 | 8 | 96 | 7 |
| **MAMKL2MR** | **25** | **22** | **21** | **14** | **14** | **10** | **106** | **4** |
| MAMKL2MD | 5 | 4 | 6 | 17 | 18 | 17 | 67 | 11 |
| MAMKL2GM | 2 | 6 | 8 | 12 | 10 | 8 | 46 | 13 |
| MAMKL2HM | 0 | 3 | 4 | 17 | 18 | 16 | 58 | 12 |
| MRMKL2 | 21 | 13 | 12 | 10 | 9 | 17 | 82 | 10 |
| MRMKL2AM | 25 | 18 | 18 | 15 | 11 | 8 | 95 | 9 |
| MRMKL2MN | 23 | 21 | 19 | 14 | 14 | 12 | 103 | 6 |
| **MRMKL2MA** | **24** | **22** | **20** | **14** | **13** | **11** | **104** | **5** |
| **MRMKL2MR** | **25** | **23** | **22** | **14** | **16** | **12** | **112** | **2** |
| MRMKL2MD | 0 | 1 | 3 | 4 | 3 | 7 | 18 | 20 |
| MRMKL2GM | 0 | 2 | 3 | 9 | 13 | 17 | 44 | 14 |
| MRMKL2LHM | 0 | 1 | 2 | 4 | 5 | 7 | 19 | 18 |
| MDMKL2 | 0 | 0 | 0 | 0 | 1 | 0 | 1 | 37 |
| MDMKL2MN | 0 | 0 | 0 | 1 | 1 | 1 | 3 | 32 |
| MDMKL2MD | 0 | 0 | 0 | 0 | 1 | 0 | 1 | 37 |
| GMMKL2 | 0 | 0 | 0 | 2 | 2 | 3 | 7 | 26 |
| GMMKL2AM | 0 | 0 | 0 | 3 | 3 | 2 | 8 | 24 |
| GMMKL2MN | 0 | 0 | 0 | 1 | 1 | 3 | 5 | 30 |
| GMMKL2MA | 0 | 0 | 0 | 0 | 1 | 1 | 2 | 33 |
| GMMKL2MR | 0 | 0 | 1 | 2 | 1 | 3 | 7 | 26 |
| GMMKL2MD | 0 | 0 | 0 | 2 | 2 | 2 | 6 | 28 |
| GMMKL2GM | 0 | 0 | 0 | 2 | 2 | 1 | 5 | 30 |
| GMMKL2HM | 0 | 0 | 0 | 2 | 2 | 2 | 6 | 28 |
| HMMKL2AM | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 37 |
| HMMKL2MA | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 37 |
| HMMKL2MR | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 37 |
|  | Total | 250 | 249 | 250 | 249 | 249 | 250 | 1497 |  |

Figure 4.3: Best MKL2 Ridge Parameters in Linear Regression Model

### Combined Result of KL, MKL1 and MKL2

Table 4.4 shows the selected KL, MKL1 and MKL2 ridge parameter for the linear regression model. The MRKLHM, GMKL1AM and the MAMKL2 were selected for KL, MKL1 and MKL2 respectively. The performance of the three parameters were examined using their MSE’s as criterion. Figure 4.4 and Figure 4.5 shows that at low levels of multicollinearity and variance when the number of explanatory variables is 4, the MRKLHM and MAMKL2 had low and consistent MSE in comparison to the GMKL1AM. When the number of explanatory variables is 8, The MRKLHM had really high MSE at low sample sizes. In general, the MAMKL2 had lower and consistent MSE at all levels of variance, level of multicollinearity and number of explanatory variables.

Table 4.4: Best Ridge Parameter of KL, MKL1 and MKL2 in Linear Regression Model.

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | KL | | | MKL1 | | | MKL2 | | |
| S/No | Ridge Parameter | Frequency | | Ridge Parameter | Frequency | | Ridge Parameter | Frequency | |
| P=4 | P=8 | P=4 | P=8 | P=4 | P=8 |
| 1 | MRKLHM | 142 | 117 | GMKL1AM | 45 | 89 | MAMKL2 | 132 | 123 |
| 2 |  |  | | AMMKL1 | 45 | 89 |  |  |  |
| 3 |  |  | | AMMKL1AM | 45 | 89 |  |  |  |
| 4 |  |  | | MNMKL1AM | 45 | 89 |  |  |  |
| 5 |  |  | | MAMKL1AM | 45 | 89 |  |  |  |
| 6 |  |  | | MRMKL1AM | 45 | 89 |  |  |  |
| 7 |  |  | | MDMKL1AM | 45 | 89 |  |  |  |
| 8 |  |  | | GMMKL1AM | 45 | 89 |  |  |  |

![](data:image/png;base64,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)

Figure 4.4: MSE of three Parameters with highest frequency in Linear Regression when v=9, and P=4
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Figure 4.5: MSE of three Parameters with highest frequency in Linear Regression when v=9, and P=8

### Comparison of Selected Best Parameters in Linear Regression Model with Existing Parameters

The selected best performing ridge parameters for the KL, MKL1 and MKL2 were compared with existing ridge parameters and the results are shown in Table 4.5*.* The result from the overall comparison of all ridge parameters and estimators for the linear regression model shows that the MAMKL2 had the highest frequency of 49 when the number of explanatory variables is 4. It’s performance increased as the sample size increased. When the number of explanatory variables is increased to 8, the MKL1AM, AMMKL1, AMMKL1AM, MNMKL1AM, MAMKL1AM, MRMKL1AM, MDMKL1AM and GMMKL1AM all had equal and highest frequency of 77. The parameters at this level all had the arithmetic mean version of and had higher frequencies at small sample sizes.

Table 4.5: Overall Performance of the Ridge Parameters for Linear Regression Model

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| p | Estimators | n | | | | | | Total |
| 10 | 20 | 30 | 50 | 100 | 200 |
| 4 | RIDGE | 0 | 0 | 0 | 0 | 1 | 1 | 2 |
| ASIMOTA | 9 | 7 | 5 | 4 | 2 | 1 | 28 |
| FAYINDE | 0 | 0 | 0 | 8 | 16 | 14 | 38 |
| FAYINDE1 | 1 | 1 | 0 | 0 | 0 | 0 | 2 |
| FAYINDE2 | 2 | 1 | 0 | 0 | 0 | 0 | 3 |
| FAYINDE3 | 3 | 2 | 1 | 0 | 0 | 0 | 6 |
| MRKLHM | 0 | 1 | 1 | 1 | 3 | 4 | 10 |
| MKL1AM | 12 | 9 | 4 | 4 | 1 | 0 | 30 |
| AMMKL1 | 12 | 9 | 4 | 4 | 1 | 0 | 30 |
| AMMKL1AM | 12 | 9 | 4 | 4 | 1 | 0 | 30 |
| MNMKL1AM | 12 | 9 | 4 | 4 | 1 | 0 | 30 |
| MAMKL1AM | 12 | 9 | 4 | 4 | 1 | 0 | 30 |
| MRMKL1AM | 12 | 9 | 4 | 4 | 1 | 0 | 30 |
| MDMKL1AM | 12 | 9 | 4 | 4 | 1 | 0 | 30 |
| GMMKL1AM | 12 | 9 | 4 | 4 | 1 | 0 | 30 |
| MAMKL2 | 5 | 3 | 3 | 9 | 14 | 15 | 49 |
| Total | 116 | 87 | 42 | 54 | 44 | 35 | 378 |
|  |  | n | | | | | |  |
| Estimators | 10 | 20 | 30 | 50 | 100 | 200 |  |
| 8 | ASIMOTA | 9 | 6 | 5 | 3 | 4 | 1 | 28 |
| FAYINDE1 | 1 | 0 | 0 | 0 | 0 | 0 | 1 |
| FAYINDE2 | 3 | 1 | 0 | 0 | 0 | 0 | 4 |
| FAYINDE3 | 7 | 1 | 1 | 0 | 0 | 0 | 9 |
| MRKLHM | 0 | 0 | 1 | 2 | 2 | 4 | 9 |
| MKL1AM | 18 | 16 | 15 | 13 | 8 | 7 | 77 |
| AMMKL1 | 18 | 16 | 15 | 13 | 8 | 7 | 77 |
| AMMKL1AM | 18 | 16 | 15 | 13 | 8 | 7 | 77 |
| MNMKL1AM | 18 | 16 | 15 | 13 | 8 | 7 | 77 |
| MAMKL1AM | 18 | 16 | 15 | 13 | 8 | 7 | 77 |
| MRMKL1AM | 18 | 16 | 15 | 13 | 8 | 7 | 77 |
| MDMKL1AM | 18 | 16 | 15 | 13 | 8 | 7 | 77 |
| GMMKL1AM | 18 | 16 | 15 | 13 | 8 | 7 | 77 |
| MAMKL2 | 0 | 0 | 0 | 5 | 12 | 9 | 26 |
| Total | 164 | 136 | 127 | 114 | 82 | 70 | 693 |

### Real Life Application for Linear Regression

The selected best ridge parameters for the KL, MKL1 and MKL2 were compared with the ridge estimator and the ordinary least squares estimator with a real life application in linear regression. The MSE and the ranks of the parameter are shown in Table 4.6. The MAMKL2 version of MKL2 ridge parameter had the lowest MSE in the real life application.

Table 4.6: MSE of Selected Parameter for Real Life Application in Linear Regression Model

|  |  |  |
| --- | --- | --- |
| Estimators | MSE | Rank of MSE |
| OLS | 4910.000 | 5.000 |
| RIDGE2 | 96.500 | 2.000 |
| MRKLHM | 1090.000 | 3.000 |
| MKL1AM | 3110.000 | 4.000 |
| MAMKL2 | 0.1190 | 1.000 |

## Summary of Results of the Estimators with Poisson Regression Model

The summary of the three ridge parameters KL, MKL1 and MKL2 for the Poisson regression model is provided as follows:

### KL Result with Poison Regression Model

The number of times each ridge parameter whose MSE ranked between 1 and 10 when counted over the levels of multicollinearity is presented in Table 4.7*.* The results show that the AMKLHM had the highest frequency of 38 and MAKLMN with frequency of 37. The two parameters had high frequencies at low sample sizes even though they both performed well at all sample sizes when the number of explanatory variables are 4. With the number of explanatory variables at 8, the GMKLMD and the GMKLHM had the highest frequency of 35 and 34 respectively. It was closely followed by GMKL with a frequency of 33. The parameters had higher frequencies at lower sample sizes. In general, the AMKLHM and GMKLMD had the best performance when the number of explanatory variables are 4 and 8 respectively. Figure 4.6 shows the performance of the five best KL ridge parameters selected across sample size and the number of explanatory variables. The AMKLHM had the highest frequency across the sample size. Its frequency decreased as the sample size increased.

Table 4.7: Frequency of KL Parameters that ranks between one and ten across all Sample Size for of the KL Ridge Estimator in Poisson Regression Model

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| P | Estimators | n | | | | Total | Rank |
| 50 | 75 | 100 | 200 |
| 4 | GKL | 0 | 1 | 0 | 0 | 1 | 43 |
| GKLAM | 0 | 1 | 0 | 0 | 1 | 43 |
| GKLMN | 0 | 1 | 0 | 0 | 1 | 43 |
| GKLMA | 0 | 1 | 0 | 0 | 1 | 43 |
| GKLMR | 0 | 1 | 0 | 0 | 1 | 43 |
| GKLMD | 0 | 1 | 0 | 0 | 1 | 43 |
| GKLGM | 0 | 1 | 0 | 0 | 1 | 43 |
| GKLHM | 0 | 3 | 0 | 0 | 3 | 34 |
| AMKL | 6 | 7 | 7 | 5 | 25 | 8 |
| AMKLMN | 8 | 6 | 6 | 6 | 26 | 6 |
| AMKLMD | 4 | 4 | 5 | 4 | 17 | 14 |
| AMKLGM | 5 | 3 | 4 | 4 | 16 | 15 |
| **AMKLHM** | **12** | **10** | **9** | **7** | **38** | **1** |
| MNKL | 0 | 0 | 0 | 1 | 1 | 43 |
| MNKLAM | 0 | 0 | 0 | 1 | 1 | 43 |
| MNKLMN | 0 | 0 | 0 | 1 | 1 | 43 |
| MNKLMA | 0 | 0 | 1 | 2 | 3 | 34 |
| MNKLMR | 0 | 0 | 1 | 2 | 3 | 34 |
| MNKLMD | 0 | 0 | 0 | 1 | 1 | 43 |
| MNKLGM | 0 | 0 | 0 | 1 | 1 | 43 |
| MNKLHM | 0 | 0 | 0 | 2 | 2 | 40 |
| MAKL | 2 | 2 | 3 | 2 | 9 | 21 |
| MAKLAM | 0 | 0 | 0 | 1 | 1 | 43 |
| **MAKLMN** | **12** | **9** | **9** | **7** | **37** | **2** |
| MAKLMR | 0 | 0 | 0 | 1 | 1 | 43 |
| MAKLMD | 2 | 2 | 3 | 2 | 9 | 21 |
| MAKLGM | 0 | 0 | 0 | 1 | 1 | 43 |
| **MAKLHM** | **6** | **8** | **8** | **6** | **28** | **4** |
| MRKL | 3 | 5 | 7 | 4 | 19 | 12 |
| MRKLMN | 7 | 7 | 7 | 4 | 25 | 8 |
| MRKLMD | 2 | 2 | 3 | 2 | 9 | 21 |
| MRKLGM | 1 | 2 | 2 | 1 | 6 | 32 |
| **MRKLHM** | **10** | **9** | **9** | **7** | **35** | **3** |
| MDKL | 4 | 2 | 2 | 2 | 10 | 20 |
| MDKLAM | 1 | 1 | 1 | 0 | 3 | 34 |
| MDKLMN | 4 | 4 | 4 | 3 | 15 | 18 |
| MDKLMA | 0 | 1 | 1 | 0 | 2 | 40 |
| MDKLMR | 0 | 1 | 1 | 0 | 2 | 40 |
| MDKLMD | 1 | 1 | 1 | 0 | 3 | 34 |
| MDKLGM | 1 | 1 | 1 | 0 | 3 | 34 |
| MDKLHM | 6 | 4 | 2 | 2 | 14 | 19 |
| **GMKL** | **8** | **6** | **6** | **8** | **28** | **4** |
| GMKLAM | 4 | 5 | 3 | 4 | 16 | 15 |
| GMKLMN | 5 | 3 | 4 | 6 | 18 | 13 |
| GMKLMA | 1 | 0 | 1 | 3 | 5 | 33 |
| GMKLMR | 4 | 4 | 3 | 5 | 16 | 15 |
| GMKLMD | 7 | 7 | 5 | 5 | 24 | 11 |
| GMKLGM | 7 | 8 | 6 | 5 | 26 | 6 |
| GMKLHM | 10 | 6 | 4 | 5 | 25 | 8 |
| HMKL | 1 | 1 | 2 | 3 | 7 | 29 |
| HMKLAM | 1 | 1 | 3 | 3 | 8 | 26 |
| HMKLMN | 0 | 1 | 2 | 4 | 7 | 29 |
| HMKLMA | 1 | 1 | 3 | 3 | 8 | 26 |
| HMKLMR | 1 | 1 | 3 | 3 | 8 | 26 |
| HMKLMD | 1 | 1 | 3 | 4 | 9 | 21 |
| HMKLGM | 1 | 2 | 3 | 3 | 9 | 21 |
| HMKLHM | 1 | 1 | 2 | 3 | 7 | 29 |
| Total |  | 149 | 150 | 149 | 598 |  |
|  |  | n | | | | |  |
| Estimators |  | 50 | 75 | 100 | 200 |  |
| 8 | GKLMN | 3 | 2 | 1 | 0 | 6 | 27 |
| AMKL | 0 | 1 | 2 | 4 | 7 | 25 |
| AMKLMN | 7 | 5 | 4 | 2 | 18 | 14 |
| AMKLMD | 0 | 1 | 3 | 4 | 8 | 24 |
| **AMKLHM** | **8** | **10** | **7** | **5** | **30** | **4** |
| MNKL | 0 | 1 | 1 | 4 | 6 | 27 |
| MNKLAM | 0 | 0 | 1 | 3 | 4 | 35 |
| MNKLMN | 0 | 0 | 1 | 4 | 5 | 33 |
| MNKLMA | 0 | 1 | 2 | 4 | 7 | 25 |
| MNKLMR | 0 | 1 | 1 | 4 | 6 | 27 |
| MNKLMD | 0 | 0 | 2 | 4 | 6 | 27 |
| MNKLGM | 0 | 0 | 2 | 3 | 5 | 33 |
| MNKLHM | 0 | 0 | 1 | 3 | 4 | 35 |
| MAKLMN | 5 | 10 | 6 | 5 | 26 | 8 |
| MAKLMA | 1 | 0 | 0 | 0 | 1 | 40 |
| MAKLHM | 0 | 0 | 0 | 2 | 2 | 38 |
| MRKLMN | 6 | 5 | 2 | 2 | 15 | 19 |
| MRKLMD | 0 | 0 | 0 | 4 | 4 | 35 |
| MRKLHM | 7 | 8 | 6 | 4 | 25 | 10 |
| MDKL | 6 | 5 | 4 | 2 | 17 | 15 |
| MDKLAM | 0 | 0 | 1 | 0 | 1 | 40 |
| MDKLMN | 7 | 4 | 3 | 3 | 17 | 15 |
| MDKLMA | 0 | 0 | 1 | 0 | 1 | 40 |
| MDKLMR | 0 | 0 | 1 | 0 | 1 | 40 |
| MDKLMD | 0 | 1 | 3 | 2 | 6 | 27 |
| MDKLGM | 0 | 0 | 1 | 1 | 2 | 38 |
| MDKLHM | 8 | 8 | 6 | 3 | 25 | 10 |
| **GMKL** | **11** | **9** | **9** | **4** | **33** | **3** |
| GMKLAM | 3 | 2 | 4 | 2 | 11 | 22 |
| GMKLMN | 4 | 4 | 5 | 4 | 17 | 15 |
| GMKLMA | 0 | 2 | 3 | 1 | 6 | 27 |
| GMKLMR | 3 | 2 | 3 | 2 | 10 | 23 |
| **GMKLMD** | **12** | **10** | **10** | **3** | **35** | **1** |
| **GMKLGM** | **8** | **9** | **7** | **5** | **29** | **5** |
| **GMKLHM** | **13** | **11** | **8** | **2** | **34** | **2** |
| HMKL | 2 | 2 | 3 | 6 | 13 | 20 |
| HMKLAM | 8 | 6 | 6 | 6 | 26 | 8 |
| HMKLMN | 1 | 2 | 4 | 9 | 16 | 18 |
| HMKLMA | 8 | 7 | 6 | 6 | 27 | 6 |
| HMKLMR | 8 | 7 | 6 | 6 | 27 | 6 |
| HMKLMD | 4 | 6 | 4 | 6 | 20 | 13 |
| HMKLGM | 5 | 6 | 5 | 6 | 22 | 12 |
| HMKLHM | 2 | 2 | 3 | 6 | 13 | 20 |
|  | Total | 150 | 150 | 148 | 146 | 594 |  |

Figure 4.6: Best KL ridge Parameter in Poisson Regression

### MKL1 Result with Poisson Regression Model

The frequency of each ridge parameter for MKL1 whose MSE ranked between 1 and 10 when counted over the levels of multicollinearity in Poisson regression model is presented in Table 4.8. The result of simulation for the Poisson regression model for the MKL1 ridge parameter when the number of explanatory variables are 4 show that GMKL1MN, AMMKL1MN, MNMKL1, MNMKL1MN, MNMKL1HM, MAMKL1MN, MRMKL1MN, MDMKL1MN, GMMKL1MN were the best performing estimators with frequency of 58. When the number of explanatory variables is increased to 8, GMKL1MN, AMMKL1MN, MNMKL1, MNMKL1MN, MNMKL1HM, MAMKL1MN, MRMKL1MN, MDMKL1MN, GMMKL1MN were the best performing parameters also with frequency of 58. The parameters all had the minimum form of except for MNMKL1HM which had a minimum version of the MKL1 ridge parameter when the number of explanatory variables is 4 and 8. The overall best performing parameters were AMMKL1MN, MNMKL1, MNMKL1MN, MNMKL1HM, MAMKL1MN, MRMKL1MN, MDMKL1MN, GMMKL1MN for when the number of explanatory variables are 4 and 8. The performance of the MKL1 ridge parameter for the Poisson regression model is shown in Figure 4.7. The selected parameters all performed consistently well across the sample size and number of explanatory variables.

Table 4.8: Frequency of MKL1 Parameters that rank between one and ten across all Sample Size of the MKL Ridge Estimator in Poisson Regression Model.

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| P | Estimators | n | | | | Total | Rank |
| 50 | 75 | 100 | 200 |
| 4 | GMKL1 | 2 | 0 | 1 | 1 | 4 | 10 |
| GMKL1AM | 0 | 0 | 0 | 2 | 2 | 11 |
| **GMKL1MN** | **15** | **15** | **15** | **13** | **58** | **1** |
| AMMKL1 | 0 | 0 | 0 | 1 | 1 | 18 |
| AMMKL1AM | 0 | 0 | 0 | 2 | 2 | 11 |
| **AMMKL1MN** | **15** | **15** | **15** | **13** | **58** | **1** |
| AMMKL1HM | 0 | 0 | 0 | 1 | 1 | 18 |
| **MNMKL1** | **15** | **15** | **15** | **13** | **58** | **1** |
| MNMKL1AM | 0 | 0 | 0 | 2 | 2 | 11 |
| **MNMKL1MN** | **15** | **15** | **15** | **13** | **58** | **1** |
| MNMKL1GM | 0 | 0 | 0 | 1 | 1 | 18 |
| **MNMKL1HM** | **15** | **15** | **15** | **13** | **58** | **1** |
| MAMKL1AM | 0 | 0 | 0 | 2 | 2 | 11 |
| **MAMKL1MN** | **15** | **15** | **15** | **13** | **58** | **1** |
| MRMKL1AM | 0 | 0 | 0 | 2 | 2 | 11 |
| **MRMKL1MN** | **15** | **15** | **15** | **13** | **58** | **1** |
| MDMKL1AM | 0 | 0 | 0 | 2 | 2 | 11 |
| **MDMKL1MN** | **15** | **15** | **15** | **13** | **58** | **1** |
| GMMKL1AM | 0 | 0 | 0 | 2 | 2 | 11 |
| **GMMKL1MN** | **15** | **15** | **15** | **13** | **58** | **1** |
| HMMKL1AM | 1 | 0 | 0 | 0 | 1 | 18 |
| HMMKL1MA | 1 | 0 | 0 | 0 | 1 | 18 |
| HMMKL1MR | 1 | 0 | 0 | 0 | 1 | 18 |
| HMMKL1HM | 0 | 0 | 0 | 1 | 1 | 18 |
| Total | 140 | 135 | 136 | 136 | 547 |  |
|  |  | n | | | | |  |
| Estimators | 50 | 75 | 100 | 200 | Total |  |
| 8 | GMKL1AM | 1 | 0 | 0 | 0 | 1 | 10 |
| **GMKL1MN** | **14** | **14** | **15** | **15** | **58** | **1** |
| GMKL1MA | 0 | 1 | 0 | 0 | 1 | 10 |
| AMMKL1 | 1 | 0 | 0 | 0 | 1 | 10 |
| AMMKL1AM | 1 | 0 | 0 | 0 | 1 | 10 |
| **AMMKL1MN** | **14** | **14** | **15** | **15** | **58** | **1** |
| AMMKL1MA | 0 | 1 | 0 | 0 | 1 | 10 |
| **MNMKL1** | **14** | **14** | **15** | **15** | **58** | **1** |
| MNMKL1AM | 1 | 0 | 0 | 0 | 1 | 10 |
| **MNMKL1MN** | **14** | **14** | **15** | **15** | **58** | **1** |
| MNMKL1MA | 0 | 1 | 0 | 0 | 1 | 10 |
| **MNMKL1HM** | **14** | **14** | **15** | **15** | **58** | **1** |
| MAMKL1 | 0 | 1 | 0 | 0 | 1 | 10 |
| MAMKL1AM | 1 | 0 | 0 | 0 | 1 | 10 |
| **MAMKL1MN** | **14** | **14** | **15** | **15** | **58** | **1** |
| MAMKL1MA | 0 | 1 | 0 | 0 | 1 | 10 |
| MRMKL1AM | 1 | 0 | 0 | 0 | 1 | 10 |
| **MRMKL1MN** | **14** | **14** | **15** | **15** | **58** | **1** |
| MRMKL1MA | 0 | 1 | 0 | 0 | 1 | 10 |
| MDMKL1AM | 1 | 0 | 0 | 0 | 1 | 10 |
| **MDMKL1MN** | **14** | **14** | **15** | **15** | **58** | **1** |
| MDMKL1MA | 0 | 1 | 0 | 0 | 1 | 10 |
| GMMKL1AM | 1 | 0 | 0 | 0 | 1 | 10 |
| **GMMKL1MN** | **14** | **14** | **15** | **15** | **58** | **1** |
| GMMKL1MA | 0 | 1 | 0 | 0 | 1 | 10 |
| HMMKL1AM | 0 | 1 | 0 | 0 | 1 | 10 |
| HMMKL1MA | 0 | 1 | 0 | 0 | 1 | 10 |
| HMMKL1MR | 0 | 1 | 0 | 0 | 1 | 10 |
| HMMKL1GM | 1 | 0 | 0 | 0 | 1 | 10 |
|  | Total | 135 | 137 | 135 | 135 | 542 |  |

Figure 4.7: Best MKL1 Ridge Parameter in Poisson Regression Model

### MKL2 Result with Poisson Regression Model

The frequency of each ridge parameter for MKL2 whose MSE ranked between 1 and 10 when counted over the levels of multicollinearity in Poisson regression model is presented in Table 4.9. The results reveal that AMMKL2HM had the highest frequency of 38 when the number of explanatory variables is 4. When the number of explanatory variables is increased to 8, the GMMKL2GM had the highest frequency of 39 while AMMKL2HM and the GMMKL2 closely followed with a frequency of 36. The parameters both had higher frequencies at lower sample size at when the number of explanatory variables is 4 and 8. In general, the AMMKL2HM performs well for the Poisson regression model. Figure 4.8 show the performance of the MKL2 ridge parameter for the Poisson regression model. The AMMKL2HM had the highest and consistent result across the sample size and number of explanatory variables.

Table 4.9: Frequency of MKL2 Parameters that rank between one and ten across all Sample Size of the MKL Ridge Estimator in Poisson Regression Model.

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| P | Estimators | n | | | | Total | Rank |
| 50 | 75 | 100 | 200 |
| 4 | GMKL2 | 0 | 1 | 0 | 0 | 1 | 47 |
| GMKL2AM | 0 | 1 | 0 | 0 | 1 | 47 |
| GMKL2MN | 0 | 1 | 0 | 0 | 1 | 47 |
| GMKL2MA | 0 | 1 | 0 | 0 | 1 | 47 |
| GMKL2MR | 0 | 1 | 0 | 0 | 1 | 47 |
| GMKL2MD | 0 | 1 | 0 | 0 | 1 | 47 |
| GMKL2GM | 0 | 1 | 0 | 0 | 1 | 47 |
| GMKL2HM | 1 | 1 | 0 | 0 | 2 | 46 |
| **AMMKL2** | **6** | **8** | **6** | **6** | **26** | **4** |
| AMMKL2MN | 7 | 5 | 5 | 3 | 20 | 10 |
| AMMKL2MD | 5 | 5 | 5 | 7 | 22 | 8 |
| AMMKL2GM | 5 | 6 | 6 | 5 | 22 | 8 |
| **AMMKL2HM** | **11** | **10** | **9** | **8** | **38** | **1** |
| MNMKL2 | 1 | 1 | 2 | 3 | 7 | 30 |
| MNMKL2AM | 1 | 1 | 2 | 3 | 7 | 30 |
| MNMKL2MN | 1 | 1 | 2 | 3 | 7 | 30 |
| MNMKL2MA | 1 | 2 | 3 | 3 | 9 | 23 |
| MNMKL2MR | 1 | 1 | 3 | 3 | 8 | 25 |
| MNMKL2MD | 1 | 1 | 2 | 3 | 7 | 30 |
| MNMKL2GM | 1 | 1 | 2 | 3 | 7 | 30 |
| MNMKL2HM | 1 | 1 | 2 | 4 | 8 | 25 |
| MAMKL2 | 3 | 2 | 5 | 4 | 14 | 18 |
| MAMKL2MD | 0 | 2 | 2 | 2 | 6 | 36 |
| MAMKL2GM | 1 | 0 | 1 | 1 | 3 | 45 |
| **MAMKL2HM** | **8** | **8** | **8** | **6** | **30** | **3** |
| **MRMKL2** | **7** | **7** | **7** | **5** | **26** | **4** |
| MRMKL2MD | 5 | 4 | 4 | 6 | 19 | 12 |
| MRMKL2GM | 3 | 3 | 4 | 6 | 16 | 15 |
| **MRMKL2HM** | **9** | **9** | **10** | **7** | **35** | **2** |
| MDMKL2 | 5 | 4 | 4 | 2 | 15 | 17 |
| MDMKL2AM | 2 | 1 | 1 | 0 | 4 | 39 |
| MDMKL2MN | 4 | 2 | 3 | 0 | 9 | 23 |
| MDMKL2MA | 2 | 1 | 1 | 0 | 4 | 39 |
| MDMKL2MR | 2 | 1 | 1 | 0 | 4 | 39 |
| MDMKL2MD | 2 | 1 | 1 | 0 | 4 | 39 |
| MDMKL2GM | 2 | 1 | 1 | 0 | 4 | 39 |
| MDMKL2HM | 5 | 3 | 2 | 2 | 12 | 19 |
| GMMKL2 | 7 | 6 | 5 | 7 | 25 | 6 |
| GMMKL2AM | 4 | 5 | 4 | 5 | 18 | 13 |
| GMMKL2MN | 3 | 2 | 1 | 4 | 10 | 21 |
| GMMKL2MA | 3 | 3 | 2 | 3 | 11 | 20 |
| GMMKL2MR | 3 | 5 | 3 | 5 | 16 | 15 |
| GMMKL2MD | 6 | 5 | 5 | 4 | 20 | 10 |
| GMMKL2GM | 7 | 7 | 6 | 4 | 24 | 7 |
| GMMKL2HM | 6 | 4 | 4 | 3 | 17 | 14 |
| HMMKL2 | 0 | 1 | 1 | 2 | 4 | 39 |
| HMMKL2AM | 2 | 1 | 2 | 2 | 7 | 30 |
| HMMKL2MN | 1 | 2 | 3 | 4 | 10 | 21 |
| HMMKL2MA | 2 | 2 | 2 | 2 | 8 | 25 |
| HMMKL2MR | 2 | 2 | 2 | 2 | 8 | 25 |
| HMMKL2MD | 0 | 1 | 3 | 4 | 8 | 25 |
| HMMKL2GM | 0 | 1 | 2 | 2 | 5 | 38 |
| HMMKL2HM | 1 | 2 | 1 | 2 | 6 | 36 |
| Total | 150 | 149 | 150 | 150 | 599 |  |
|  |  | n | | | | |  |
| Estimators | 50 | 75 | 100 | 200 | Total |  |
| 8 | GMKL2MN | 3 | 2 | 1 | 1 | 7 | 26 |
| GMKL2HM | 0 | 0 | 0 | 1 | 1 | 42 |
| AMMKL2 | 0 | 2 | 3 | 5 | 10 | 21 |
| AMMKL2MN | 8 | 6 | 4 | 2 | 20 | 10 |
| AMMKL2MD | 5 | 3 | 6 | 5 | 19 | 11 |
| AMMKL2GM | 0 | 1 | 2 | 2 | 5 | 36 |
| **AMMKL2HM** | **12** | **11** | **7** | **6** | **36** | **2** |
| MNMKL2 | 0 | 0 | 2 | 4 | 6 | 30 |
| MNMKL2AM | 0 | 0 | 2 | 4 | 6 | 30 |
| MNMKL2MN | 0 | 0 | 2 | 5 | 7 | 26 |
| MNMKL2MA | 0 | 0 | 2 | 4 | 6 | 30 |
| MNMKL2MR | 0 | 0 | 2 | 4 | 6 | 30 |
| MNMKL2MD | 0 | 0 | 2 | 5 | 7 | 26 |
| MNMKL2GM | 0 | 0 | 2 | 4 | 6 | 30 |
| MNMKL2HM | 0 | 0 | 2 | 4 | 6 | 30 |
| MAMKL2MD | 0 | 0 | 0 | 1 | 1 | 42 |
| MAMKL2HM | 0 | 1 | 0 | 4 | 5 | 36 |
| MRMKL2 | 0 | 1 | 1 | 2 | 4 | 38 |
| MRMKL2MD | 0 | 0 | 0 | 4 | 4 | 38 |
| MRMKL2HM | 8 | 8 | 7 | 4 | 27 | 6 |
| MDMKL2 | 9 | 7 | 6 | 2 | 24 | 9 |
| MDMKL2AM | 0 | 0 | 1 | 0 | 1 | 42 |
| MDMKL2MN | 3 | 4 | 3 | 1 | 11 | 20 |
| MDMKL2MA | 0 | 1 | 2 | 0 | 3 | 40 |
| MDMKL2MR | 0 | 0 | 2 | 0 | 2 | 41 |
| MDMKL2MD | 6 | 4 | 6 | 1 | 17 | 13 |
| MDMKL2GM | 2 | 1 | 3 | 1 | 7 | 26 |
| MDMKL2HM | 11 | 8 | 6 | 2 | 27 | 6 |
| **GMMKL2** | **13** | **11** | **8** | **4** | **36** | **2** |
| GMMKL2AM | 4 | 7 | 8 | 6 | 25 | 8 |
| GMMKL2MN | 4 | 4 | 5 | 4 | 17 | 13 |
| GMMKL2MA | 4 | 2 | 5 | 3 | 14 | 17 |
| GMMKL2MR | 4 | 4 | 5 | 5 | 18 | 12 |
| **GMMKL2MD** | **13** | **11** | **8** | **3** | **35** | **4** |
| **GMMKL2GM** | **13** | **11** | **11** | **4** | **39** | **1** |
| **GMMKL2HM** | **13** | **12** | **7** | **3** | **35** | **4** |
| HMMKL2 | 1 | 2 | 2 | 3 | 8 | 25 |
| HMMKL2AM | 3 | 3 | 3 | 5 | 14 | 17 |
| HMMKL2MN | 1 | 2 | 3 | 6 | 12 | 19 |
| HMMKL2MA | 3 | 6 | 3 | 5 | 17 | 13 |
| HMMKL2MR | 3 | 6 | 3 | 5 | 17 | 13 |
| HMMKL2MD | 1 | 3 | 1 | 4 | 9 | 24 |
| HMMKL2GM | 2 | 3 | 1 | 4 | 10 | 21 |
| HMMKL2HM | 1 | 2 | 1 | 6 | 10 | 21 |
| Total | 150 | 149 | 150 | 148 | 597 |  |

Figure 4.8: Best Performing MKL2 for the Poisson Regression Model

### Combined Result of KL, MKL1 and MKL2 for Poisson Regression Model

Table 4.10 shows the ridge parameter with the highest frequency for the KL and MKL1 and MKL2 in the Poisson regression model. The GMKLHM, MNMKL1 and GMMKL2GM were selected for the KL, MKL1 and MKL2 estimators respectively due to their consistency across all levels of variance, beta and multicollinearity. Figure 4.9, Figure 4.10 and Figure 4.11 show that the GMKLHM had lower and consistent MSE with low levels of multicollinearity and when beta is negative one. As the number of explanatory variables increased, the MNMKL1 and GMKLHM had low and consistent MSE but as the level of multicollinearity increased, the GMKLHM had the best performance across all levels of multicollinearity, beta and sample size.

Table 4.10: Best Ridge Parameter of KL, MKL1 and MKL2 in Poisson Regression Model.

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | KL | | | MKL1 | | | MKL2 | | | |
| S/No | Ridge Parameter | Frequency | | Ridge Parameter | Frequency | | Ridge Parameter | Frequency | |
| P=4 | P=8 | P=4 | P=8 | P=4 | P=8 |
| 1 | AMKLHM | 38 | 30 | GMKL1MN | 58 | 58 | AMMKL2HM | 38 | 36 |
| 2 | MAKLMN | 37 | 26 | AMMKL1MN | 58 | 58 | GMMKL2 | 25 | 36 |
| 3 | GMKLMD | 24 | 35 | MNMKL1 | 58 | 58 | GMMKL2GM | 24 | 39 |
| 4 | GMKLHM | 25 | 34 | MNMKL1MN | 58 | 58 |  |  |  |
| 5 |  |  | | MNMKL1HM | 58 | 58 |  |  |  | |
| 6 |  |  | | MAMKL1MN | 58 | 58 |  |  |  | |
| 7 |  |  | | MRMKL1MN | 58 | 58 |  |  |  | |
| 8 |  |  | | MDMKL1MN | 58 | 58 |  |  |  | |
|  |  |  | | GMMKL1MN | 58 | 58 |  |  |  | |
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Figure 4.9: MSE of Best Performing Parameters when beta=-1, and P=4 for Poisson Regression.
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Figure 4.10: MSE of Best Performing Parameters when beta=-1, and P=8 for Poisson Regression.
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Figure 4.11: MSE of Best Performing Parameters when beta=-1, and P=8 for Poisson Regression.

### Comparison of Selected Best Parameters with Existing Parameters in Poisson Regression Model

When the selected best performing parameters for the KL, MKL1 and MKL2 were considered together with existing ridge parameters for the Poisson regression model, Table 4.11 shows that the MAKLMN had the highest frequency of 36 and was followed by AMKLHM with frequency of 33 when the number of explanatory variables is 4. When the number of explanatory variables is increased to 8, the GMKLHM had the highest frequency of 27. The AMMKL2HM and GMKLMD also had high frequency of 26 and 25 respectively. The parameters all performed well at lower samples sizes.

### Real Life Application for the Poisson Regression Model

The selected best ridge parameters for the KL, MKL1 and MKL2 were compared with the ridge estimator and the ordinary least squares estimator in a real life application for the Poisson regression model. The real-life results in

Table 4.12 shows that the MRKLHM version of the KL ridge parameter performed the best.

Table 4.11: Overall Performance of the Ridge Parameters for Poisson Regression

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | Estimators | | n | | | | | | | | Total | |
| 50 | | 75 | | 100 | | 200 | |
| 4 | FAYINDE3 | | 0 | | 0 | | 0 | | 1 | | 1 | |
| ASIMOTA | | 4 | | 4 | | 3 | | 2 | | 13 | |
| FAYINDE1 | | 2 | | 3 | | 4 | | 3 | | 12 | |
| FAYINDE2 | | 2 | | 1 | | 1 | | 0 | | 4 | |
| FAYINDE3 | | 1 | | 1 | | 1 | | 0 | | 3 | |
| AMKLHM | | 11 | | 9 | | 7 | | 6 | | 33 | |
| MAKLMN | | 11 | | 9 | | 9 | | 7 | | 36 | |
| GMKLMD | | 5 | | 7 | | 4 | | 4 | | 20 | |
| GMKLHM | | 8 | | 4 | | 3 | | 4 | | 19 | |
| AMMKL2HM | | 3 | | 4 | | 4 | | 2 | | 13 | |
| GMMKL2 | | 1 | | 0 | | 1 | | 2 | | 4 | |
| GMMKL2GM | | 0 | | 0 | | 1 | | 1 | | 2 | |
| Total | | 48 | | 42 | | 38 | | 32 | | 160 | |
|  | n | | | | | | | | | |  | |
| Estimators | | 50 | | 75 | | 100 | | 200 | |  | |
| 8 | RIDGE | | 0 | | 0 | | 0 | | 2 | | 2 | |
| FAYINDE3 | | 0 | | 0 | | 1 | | 1 | | 2 | |
| ASIMOTA | | 5 | | 2 | | 3 | | 4 | | 14 | |
| FAYINDE1 | | 2 | | 1 | | 2 | | 4 | | 9 | |
| FAYINDE2 | | 2 | | 1 | | 0 | | 1 | | 4 | |
| FAYINDE3 | | 2 | | 1 | | 0 | | 0 | | 3 | |
| AMKLHM | | 3 | | 6 | | 7 | | 5 | | 21 | |
| MAKLMN | | 4 | | 4 | | 3 | | 1 | | 12 | |
| GMKLMD | | 8 | | 8 | | 8 | | 1 | | 25 | |
| GMKLHM | | 11 | | 8 | | 7 | | 1 | | 27 | |
| AMMKL2HM | | 9 | | 8 | | 7 | | 2 | | 26 | |
| GMMKL2 | | 6 | | 7 | | 4 | | 3 | | 20 | |
| GMMKL2GM | | 5 | | 7 | | 3 | | 1 | | 16 | |
| Total | 57 | | 53 | | 45 | | 26 | | 181 | |

Table 4.12: MSE of Selected Parameter for Real Life Application in the Poisson Regression Model.

|  |  |  |
| --- | --- | --- |
| Estimators | MSE | Rank of MSE |
| OLS | 1.0290 | 5.000 |
| RIDGE | 0.7269 | 4.000 |
| MRKLHM | 0.4160 | 1.000 |
| MKL1AM | 0.4884 | 2.000 |
| MAMKL2 | 0.5967 | 3.000 |

## Summary of Results of the Estimators with Logistic Regression Model

The summary of the three ridge parameters, KL, MKL1 and MKL2 in the logistic regression model are provided as follows.

### KL Result with Logistic Regression Model

The frequency of the KL ridge parameters whose MSE ranked between 1 and 10 when counted over the levels of multicollinearity is presented in Table 4.13 as follows: The result shows that when the number of explanatory variables is 4 the MAKLMN had the highest frequency of 20, the performance was closely marked by the MRKLHM and AMKLHM with frequency 19. When the number of explanatory variables is increased to 8, the MAKLMN and the MRKLHM had the highest frequency of 20. The parameters had consistent frequency at all sample sizes across the number of explanatory variables. Figure 4.12 shows the performance of the best KL Ridge parameter for the logistic regression model. The MAKLMN and MRKLHM were consistent and had the highest frequency across the sample size and number of explanatory variables.

Table 4.13: Frequency of KL Parameters that Rank Between one and ten across all Sample Size of the KL Estimator in Logistic Regression Model

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| P | Estimators | n | | | | Total |  |
| 50 | 75 | 100 | 200 | Rank |
| 4 | GKL | 0 | 0 | 0 | 1 | 1 | 19 |
| GKLMD | 3 | 3 | 2 | 2 | 10 | 10 |
| GKLHM | 3 | 3 | 2 | 1 | 9 | 11 |
| AMKL | 0 | 0 | 1 | 2 | 3 | 15 |
| AMKLMN | 2 | 4 | 1 | 1 | 8 | 13 |
| AMKLMD | 0 | 0 | 5 | 4 | 9 | 11 |
| **AMKLHM** | **5** | **5** | **5** | **4** | **19** | **2** |
| **MAKLMN** | **5** | **5** | **5** | **5** | **20** | **1** |
| MAKLHM | 0 | 0 | 0 | 1 | 1 | 19 |
| MRKL | 0 | 0 | 0 | 1 | 1 | 19 |
| MRKLMN | 0 | 0 | 1 | 1 | 2 | 18 |
| MRKLMD | 1 | 0 | 4 | 3 | 8 | 13 |
| **MRKLHM** | **5** | **5** | **5** | **4** | **19** | **2** |
| MDKL | 0 | 0 | 1 | 2 | 3 | 15 |
| MDKLMN | 5 | 5 | 0 | 1 | 11 | 9 |
| MDKLMD | 0 | 0 | 1 | 2 | 3 | 15 |
| MDKLHM | 3 | 4 | 4 | 2 | 13 | 6 |
| GMKL | 3 | 3 | 3 | 4 | 13 | 6 |
| GMKLAM | 1 | 0 | 0 | 0 | 1 | 19 |
| GMKLMN | 0 | 0 | 0 | 1 | 1 | 19 |
| **GMKLMD** | **5** | **5** | **4** | **3** | **17** | **4** |
| GMKLGM | 4 | 3 | 3 | 2 | 12 | 8 |
| **GMKLHM** | **5** | **5** | **3** | **3** | **16** | **5** |
| Total | 50 | 50 | 50 | 50 | 200 |  |
|  |  | n | | | |  |  |
| Estimators | 50 | 75 | 100 | 200 |  |  |
| 8 | GKLMN | 2 | 1 | 0 | 0 | 3 | 21 |
| AMKL | 0 | 0 | 3 | 3 | 6 | 11 |
| AMKLMN | 5 | 1 | 0 | 0 | 6 | 11 |
| **AMKLMD** | **0** | **3** | **5** | **3** | **11** | **5** |
| AMKLGM | 0 | 0 | 3 | 5 | 8 | 9 |
| **AMKLHM** | **2** | **4** | **5** | **4** | **15** | **3** |
| MNKL | 0 | 1 | 0 | 0 | 1 | 28 |
| MNKLMN | 0 | 1 | 0 | 0 | 1 | 28 |
| MAKL | 0 | 0 | 0 | 1 | 1 | 28 |
| **MAKLMN** | **5** | **5** | **5** | **5** | **20** | **1** |
| MAKLMD | 0 | 0 | 0 | 3 | 3 | 21 |
| MAKLHM | 0 | 0 | 0 | 3 | 3 | 21 |
| MRKL | 0 | 0 | 1 | 4 | 5 | 16 |
| MRKLMN | 1 | 1 | 0 | 1 | 3 | 21 |
| **MRKLMD** | **0** | **4** | **5** | **3** | **12** | **4** |
| MRKLGM | 0 | 0 | 4 | 5 | 9 | 7 |
| **MRKLHM** | **5** | **5** | **5** | **5** | **20** | **1** |
| MDKL | 0 | 0 | 1 | 0 | 1 | 28 |
| MDKLMN | 5 | 1 | 0 | 0 | 6 | 11 |
| MDKLMD | 0 | 0 | 2 | 0 | 2 | 26 |
| MDKLGM | 0 | 0 | 0 | 1 | 1 | 28 |
| MDKLHM | 0 | 4 | 3 | 0 | 7 | 10 |
| GMKL | 0 | 3 | 2 | 1 | 6 | 11 |
| GMKLAM | 0 | 1 | 1 | 2 | 4 | 20 |
| GMKLMN | 2 | 1 | 0 | 0 | 3 | 21 |
| GMKLMD | 1 | 4 | 0 | 0 | 5 | 16 |
| GMKLGM | 0 | 4 | 5 | 1 | 10 | 6 |
| GMKLHM | 5 | 4 | 0 | 0 | 9 | 7 |
| HMKLAM | 5 | 0 | 0 | 0 | 5 | 16 |
| HMKLMN | 0 | 1 | 0 | 0 | 1 | 28 |
| HMKLMA | 5 | 1 | 0 | 0 | 6 | 11 |
| HMKLMR | 5 | 0 | 0 | 0 | 5 | 16 |
| HMKLGM | 2 | 0 | 0 | 0 | 2 | 26 |
|  | Total | 50 | 50 | 50 | 50 | 200 |  |

Figure 4.12:Best KL Ridge Parameter for Logistic Regression Model

### MKL1 Result with Logistic Regression Model

The frequency of the MKL1 ridge parameters whose MSE ranked between 1 and 10 when counted over the levels of multicollinearity is presented in Table 4.14. The results of MKL1 ridge parameters show that the GMKL1MN, AMMKL1MN, MNMKL1, MNMKL1MN, MAMKL1MN, MRMKL1MN, MDMKL1MN, GMMKL1MN all had the highest and equal frequency of 20 when the number of explanatory variables is 4 and 8. The parameters all performed well at all the different sample sizes. Figure 4.13 shows the performance of the best MKL1 ridge parameter for the logistic regression model. The ridge parameters performed equally at all sample size and number of explanatory variables.

Table 4.14: Frequency of MKL1 Parameters that rank between one and ten across all Sample Size of the MKL Estimator in Logistic Regression Model

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| P | Estimators | n | | | | Total |
| 50 | 75 | 100 | 200 |
| 4 | GMKL1 | 1 | 1 | 1 | 1 | 4 |
| GMKL1MN | 5 | 5 | 5 | 5 | 20 |
| AMMKL1MN | 5 | 5 | 5 | 5 | 20 |
| MNMKL1 | 5 | 5 | 5 | 5 | 20 |
| MNMKL1MN | 5 | 5 | 5 | 5 | 20 |
| MAMKL1MN | 5 | 5 | 5 | 5 | 20 |
| MRMKL1MN | 5 | 5 | 5 | 5 | 20 |
| MDMKL1MN | 5 | 5 | 5 | 5 | 20 |
| GMMKL1MN | 5 | 5 | 5 | 5 | 20 |
| Total | 41 | 41 | 41 | 41 | 164 |
|  |  | n | | | |  |
| Estimator | 50 | 75 | 100 | 200 |  |
| 8 | GMKL1 | 4 | 2 | 2 | 1 | 9 |
| GMKL1MN | 5 | 5 | 5 | 5 | 20 |
| AMMKL1MN | 5 | 5 | 5 | 5 | 20 |
| MNMKL1 | 5 | 5 | 5 | 5 | 20 |
| MNMKL1MN | 5 | 5 | 5 | 5 | 20 |
| MAMKL1MN | 5 | 5 | 5 | 5 | 20 |
| MRMKL1MN | 5 | 5 | 5 | 5 | 20 |
| MDMKL1MN | 5 | 5 | 5 | 5 | 20 |
| GMMKL1MN | 5 | 5 | 5 | 5 | 20 |
|  | Total | 44 | 42 | 42 | 41 | 169 |

Figure 4.13: Best Performing MKL1 Ridge Parameter for Logistic Regression Model

### MKL2 Result with Logistic Regression Model

The frequency of the MKL2 ridge parameters whose MSE ranked between 1 and 10 when counted over the levels of multicollinearity is presented in Table 4.15. The simulation result show that the AMMKL2HM and GMMKL2 had the highest frequency of 19 when the number of explanatory variables are 4 and when the number of explanatory variables are 8 the MRMKL2MD and AMMKL2GM had the highest frequency of 17. All the parameters remained consistent at all sample sizes while the frequency of AMMKL2GM increased as the sample size also increased. Figure 4.14 show performance of best performing MKL2 Ridge parameter for the Poisson Regression model. The MRMKL2HM had the highest frequency across the sample size and number of explanatory variables.

Table 4.15: Frequency of Best Performing Parameters for MKL2 Ridge Parameter in Logistic Regression Model

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| P | Estimators | n | | | | Total | Rank |
| 50 | 75 | 100 | 200 |
| 4 | AMMKL2 | 0 | 0 | 0 | 2 | 2 | 18 |
| AMMKL2MN | 3 | 4 | 3 | 3 | 13 | 8 |
| **AMMKL2MD** | **4** | **3** | **4** | **3** | **14** | **5** |
| AMMKL2GM | 0 | 0 | 0 | 1 | 1 | 20 |
| **AMMKL2HM** | **5** | **5** | **5** | **4** | **19** | **1** |
| MNMKL2MN | 0 | 0 | 0 | 1 | 1 | 20 |
| MNMKL2MD | 0 | 0 | 0 | 1 | 1 | 20 |
| MNMKL2HM | 0 | 0 | 0 | 1 | 1 | 20 |
| MAMKL2MD | 1 | 0 | 0 | 0 | 1 | 20 |
| MAMKL2HM | 3 | 2 | 3 | 2 | 10 | 10 |
| MRMKL2MD | 4 | 3 | 3 | 2 | 12 | 9 |
| **MRMKL2HM** | **5** | **5** | **4** | **3** | **17** | **3** |
| MDMKL2 | 0 | 1 | 1 | 2 | 4 | 15 |
| MDMKL2MN | 2 | 2 | 2 | 3 | 9 | 11 |
| MDMKL2GM | 0 | 1 | 0 | 0 | 1 | 20 |
| MDMKL2HM | 1 | 3 | 2 | 2 | 8 | 12 |
| **GMMKL2** | **5** | **4** | **5** | **5** | **19** | **1** |
| GMMKL2AM | 1 | 1 | 2 | 2 | 6 | 14 |
| GMMKL2MN | 1 | 2 | 2 | 2 | 7 | 13 |
| GMMKL2MA | 1 | 0 | 1 | 1 | 3 | 17 |
| GMMKL2MR | 1 | 1 | 1 | 1 | 4 | 15 |
| **GMMKL2MD** | **4** | **5** | **4** | **3** | **16** | **4** |
| **GMMKL2GM** | **5** | **4** | **3** | **2** | **14** | **5** |
| **GMMKL2HM** | **4** | **4** | **4** | **2** | **14** | **5** |
| HMMKL2MN | 0 | 0 | 1 | 1 | 2 | 18 |
| HMMKL2HM | 0 | 0 | 0 | 1 | 1 | 20 |
| Total | 50 | 50 | 50 | 50 | 200 |  |
|  | n | | | | |  |
| Estimators | 50 | 75 | 100 | 200 |  |  |
| 8 | AMMKL2 | 0 | 3 | 4 | 3 | 10 | 9 |
| AMMKL2MN | 1 | 1 | 0 | 1 | 3 | 16 |
| AMMKL2MD | 4 | 4 | 3 | 2 | 13 | 6 |
| **AMMKL2GM** | **3** | **4** | **5** | **5** | **17** | **1** |
| AMMKL2HM | 4 | 2 | 2 | 3 | 11 | 7 |
| MAMKL2 | 0 | 0 | 0 | 1 | 1 | 22 |
| MAMKL2MD | 2 | 2 | 3 | 3 | 10 | 9 |
| MAMKL2GM | 0 | 0 | 0 | 1 | 1 | 22 |
| MAMKL2HM | 2 | 3 | 3 | 3 | 11 | 7 |
| MRMKL2 | 0 | 2 | 3 | 4 | 9 | 11 |
| **MRMKL2MD** | **4** | **4** | **5** | **4** | **17** | **1** |
| **MRMKL2GM** | **3** | **4** | **4** | **4** | **15** | **4** |
| **MRMKL2HM** | **4** | **4** | **4** | **4** | **16** | **3** |
| MDMKL2 | 0 | 2 | 1 | 0 | 3 | 16 |
| MDMKL2MN | 1 | 0 | 0 | 0 | 1 | 22 |
| MDMKL2GM | 1 | 3 | 2 | 0 | 6 | 15 |
| MDMKL2HM | 2 | 1 | 0 | 0 | 3 | 16 |
| GMMKL2 | 4 | 2 | 1 | 0 | 7 | 14 |
| GMMKL2AM | 2 | 4 | 4 | 5 | 15 | 4 |
| GMMKL2MN | 1 | 0 | 0 | 0 | 1 | 22 |
| GMMKL2MA | 0 | 0 | 1 | 2 | 3 | 16 |
| GMMKL2MR | 0 | 1 | 3 | 4 | 8 | 12 |
| GMMKL2MD | 2 | 1 | 0 | 0 | 3 | 16 |
| GMMKL2GM | 3 | 2 | 2 | 1 | 8 | 12 |
| GMMKL2HM | 2 | 1 | 0 | 0 | 3 | 16 |
| HMMKL2AM | 1 | 0 | 0 | 0 | 1 | 22 |
| HMMKL2MR | 1 | 0 | 0 | 0 | 1 | 22 |
| HMMKL2MD | 1 | 0 | 0 | 0 | 1 | 22 |
| HMMKL2GM | 1 | 0 | 0 | 0 | 1 | 22 |
| HMMKL2HM | 1 | 0 | 0 | 0 | 1 | 22 |
|  | Total | 50 | 50 | 50 | 50 | 200 |  |

Figure 4.14:Best performing MKL2 Ridge Parameter for the Logistic Regression Model

### Combined result of KL, MKL1 and MKL2 for Logistic Regression Model

Table 4.16 shows the parameters with the highest frequency for the KL, MKL1 and MKL2 in logistic regression model. The MAKLMN, GMKL1MN and AMMKL2HM were selected for the KL, MKL1 and MKL2 estimators respectively. Figure 4.15 and Figure 4.16 shows that at low levels of multicollinearity and when the number of explanatory variables is 4 and 8, the AMMKL2HM and MAKLMN had lower and consistent MSE. As the level of multicollinearity increases, the MAKLMN had high MSE across the sample sizes. In general, the AMMKL2HM version of MKL2 had the best and consistent performance across all levels of multicollinearity and sample size.

Table 4.16: Performance of KL, MKL1 and MKL2 Parameters in Logistic Regression Model.

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | KL | | | MKL1 | | | MKL2 | | |
| S/No | Ridge Parameter | Frequency | | Ridge Parameter | Frequency | | Ridge Parameter | Frequency | |
| P=4 | P=8 | P=4 | P=8 | P=4 | P=8 |
| 1 | MAKLMN | 20 | 20 | GMKL1MN | 20 | 20 | AMMKL2HM | 19 | 8 |
| 2 | MRKLHM | 19 | 20 | AMMKL1MN | 20 | 20 | GMMKL2 | 19 | 7 |
| 3 | AMKLHM | 19 | 15 | MNMKL1 | 20 | 20 | AMMKL2GM | 1 | 17 |
| 4 |  |  | | MNMKL1MN | 20 | 20 | MRMKL2MD | 12 | 17 |
| 5 |  |  | | MAMKL1MN | 20 | 20 |  |  | |
| 6 |  |  | | MRMKL1MN | 20 | 20 |  |  | |
| 7 |  |  | | MDMKL1MN | 20 | 20 |  |  | |
| 8 |  |  | | GMMKL1MN | 20 | 20 |  |  | |
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Figure 4.15: MSE of Best Performing Parameters when and P=4 for Logistic Regression.
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Figure 4.16: MSE of Best Performing Parameters when ρ=0.99 and P=4 for Logistic Regression.

### Comparison of Selected Best Parameter in Logistic Regression Model with Existing Parameters

The selected best performing ridge parameter for KL, MKL1 and MKL2 in the logistic regression model was compared with existing ridge parameter so as to compare their performance. As shown in Table 4.17, the AMMKL2HM was observed to have the highest frequency of 15 when the number of explanatory variables is 4. The parameter had the arithmetic mean form of the MKL2 ridge parameter. When the number of explanatory variables is 8, the AMMKL2GM had the highest frequency of 13 which also had the arithmetic mean for of the MKL2 ridge parameter. The parameters were consistent at all sample sizes.

Table 4.17: Overall Performance of the Ridge Parameters for Logistic Regression.

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| P | Estimators | n | | | | | | | | Total | |
| 50 | | 75 | | 100 | | 200 | |
| 4 | ASIMOTA | | 2 | | 2 | | 2 | | 2 | | 8 | |
| FAYINDE | | 1 | | 1 | | 1 | | 1 | | 4 | |
| FAYINDE1 | | 1 | | 1 | | 1 | | 1 | | 4 | |
| FAYINDE2 | | 1 | | 1 | | 1 | | 1 | | 4 | |
| FAYINDE3 | | 1 | | 1 | | 1 | | 1 | | 4 | |
| AMKLHM | | 2 | | 1 | | 2 | | 2 | | 7 | |
| MAKLMN | | 2 | | 2 | | 2 | | 3 | | 9 | |
| MRKLHM | | 2 | | 2 | | 2 | | 2 | | 8 | |
| AMMKL2GM | | 0 | | 0 | | 0 | | 1 | | 1 | |
| AMMKL2HM | | 4 | | 4 | | 4 | | 3 | | 15 | |
| MRMKL2MD | | 3 | | 2 | | 3 | | 2 | | 10 | |
| GMMKL2 | | 3 | | 3 | | 3 | | 4 | | 13 | |
| Total | | 22 | | 20 | | 22 | | 23 | | 87 | |
|  | n | | | | | | | | | |  | |
|  | | 50 | | 75 | | 100 | | 200 | |  | |
| Estimators | |  | |  | |  | |  | |  | |
| 8 | ASIMOTA | | 1 | | 1 | | 2 | | 2 | | 6 | |
| FAYINDE | | 1 | | 1 | | 1 | | 1 | | 4 | |
| FAYINDE1 | | 1 | | 1 | | 1 | | 1 | | 4 | |
| FAYINDE2 | | 1 | | 1 | | 1 | | 1 | | 4 | |
| FAYINDE3 | | 1 | | 1 | | 1 | | 1 | | 4 | |
| AMKLHM | | 0 | | 1 | | 1 | | 2 | | 4 | |
| MAKLMN | | 2 | | 1 | | 2 | | 3 | | 8 | |
| MRKLHM | | 0 | | 1 | | 2 | | 2 | | 5 | |
| MKL1MN | | 0 | | 1 | | 0 | | 0 | | 1 | |
| AMMKL1MN | | 0 | | 1 | | 0 | | 0 | | 1 | |
| MNMKL1 | | 0 | | 1 | | 0 | | 0 | | 1 | |
| MNMKL1MN | | 0 | | 1 | | 0 | | 0 | | 1 | |
| MAMKL1MN | | 0 | | 1 | | 0 | | 0 | | 1 | |
| MRMKL1MN | | 0 | | 1 | | 0 | | 0 | | 1 | |
| MDMKL1MN | | 0 | | 1 | | 0 | | 0 | | 1 | |
| GMMKL1MN | | 0 | | 1 | | 0 | | 0 | | 1 | |
| AMMKL2GM | | 3 | | 4 | | 4 | | 2 | | 13 | |
| AMMKL2HM | | 3 | | 1 | | 0 | | 0 | | 4 | |
| MRMKL2MD | | 4 | | 2 | | 3 | | 1 | | 10 | |
| GMMKL2 | | 4 | | 0 | | 1 | | 0 | | 5 | |
|  | Total | | 21 | | 23 | | 19 | | 16 | | 79 | |

### Real Life Application for Logistic Regression Model

The real-life results for the logistic regression model are shown in Table 4.18. The selected best performing parameter for the KL, MKL1 and MKL2 is compared with ordinary least squares and the ridge parameter for the logistic regression model. The MRKLHM version of the KL ridge parameter had the lowest MSE and was closely marked by the MAMKL2 version of the MKL2 ridge parameter.

Table 4.18: MSE of Selected Parameter for Real life Application in logistic regression Model

|  |  |  |
| --- | --- | --- |
| Estimators | MSE | Rank of MSE |
| OLS | 21.3514 | 5.000 |
| RIDGE2 | 11.0435 | 4.000 |
| MRKLHM | 0.3967 | 1.000 |
| MKL1AM | 0.7023 | 3.000 |
| MAMKL2 | 0.6985 | 2.000 |



# SUMMARY, CONCLUSION AND RECOMMENDATIONS

# Introduction

In this chapter, we have the summary, conclusion and recommendations on the proposed ridge estimators and parameters for the linear and generalized regression models.

## Summary

In this research, a new one-parameter estimator for estimating parameters in the presence of multicollinearity was developed. New ridge parameters based on the Kibria-Lukman (KL) estimator and the Modified KL estimators were also introduced. The ridge parameters were all introduced into the logistic and Poisson regression models.

Background study on the linear regression models and the generalized regression models were discussed. The assumptions of the LRM and the GLM alongside the effect of violating the assumptions were extensively studied. The various means of detecting the presence of multicollinearity were also discussed in this study.

Reviews done on different forms of estimators involving the estimations with multicollinearity challenge was carried out both in LRM and the GLM. The varying forms and types of the KL ridge parameter and the MKL ridge parameters were introduced to the study. The newly developed estimator was theoretically compared with other one parameter estimators such as the ridge estimator by Hoerl and Kennard (1970) and the KL estimator by (Kibria and Lukman, 2020).

Simulation and real-life studies were carried out in order to determine the performance of the estimator and the various versions of the ridge parameters.

## Conclusion

A one-parameter estimator was developed to estimate parameters in the presence of multicollinearity. The simulation study was carried out using the R-studio 4.1.0. More statistical analysis were done using the IBM SPSS statistics 23 package and the following conclusions were made.

1. By replacing the with the in the KL estimator from Kibria and Lukman (2020), the new modified KL (MKL) estimator was developed as a new one-parameter estimator which can estimate parameters in the presence of multicollinearity more efficiently and consistently. The MKL was also introduced to the Poisson and logistic regression models.

New versions of the ridge parameter for the KL and MKL estimators were also proposed. The different versions of the mean, maximum, minimum, midrange, median, geometric mean and the harmonic mean for the eigen value and the estimator were obtained.

1. The ridge parameters for the KL and the MKL estimators were examined through simulation studies in LRM and the GLM and were observed to perform well at different instances.
2. The MSE of the ridge parameters were ranked across all levels of multicollinearity, variance, sample size and number of explanatory variables in the LRM and GLM. The parameters that ranked between 1 and 10 were selected. The parameter(s) that had the highest frequency after being ranked between 1 and 10 for the KL estimator was considered as the most efficient parameters for the KL estimator. The parameter(s) that had the highest frequency after being ranked between 1 and 10 for the MKL1 and MKL2 parameters were also considered the most efficient parameters for the MKL estimator. The different forms and types of these ridge parameters for KL, MKL1 and MKL2 were also extended to the Poisson and logistic regression models. Versions of MKL2 ridge parameter performed well for the Linear and Logistic regression models while the versions of KL ridge parameter performed well for the Poisson regression model.
3. The parameters that had the best performance for the KL, MKL1 and MKL2 were applied to real life data set so as to further investigate their performance and determine the most efficient and consistent estimators in the CLRM and the GLMs. The parameters performed well in real life study.

The objectives of the study were achieved as the new estimator and the different versions of the ridge parameters proposed performed well for the LRM and the GLM.

## Recommendations

The recommendations from this research are as follow:

1. The Modified KL estimator can be used for estimating regression parameters in the presence of multicollinearity for the linear regression model and the generalized linear regression models.
2. The MAMKL2 version for the MKL2 ridge parameter can specifically be adopted in the linear regression model for estimating regression parameters in the presence of multicollinearity.
3. For the Poison regression model, the GMKLHM version of the KL ridge parameter could be used to estimate parameters in the presence of multicollinearity.
4. The AMMKL2HM version for the MKL2 ridge parameter is recommended for use in the Logistic regression model for estimating parameters in the presence of multicollinearity.

## Contributions to Knowledge

The following contributions were made:

1. A new estimator was developed and named as the modified KL (MKL) estimator in the Linear regression model to estimate parameters more efficiently when multicollinearity is present.
2. The MKL estimator was extended to the Poisson and Logistic regression models to estimate parameters more efficiently when multicollinearity is a challenge.
3. Various forms and types of the ridge parameters such as AM, MN, MA, MR, MD, GM and HM for the KL, MKL1 and MKL2 ridge parameters were obtained in this study. The best versions of these parameters were identified in the linear, Poisson and the Logistic regression models.

## Further study

Further study can be carried out by introducing different forms of the MKL estimator such as the unbiased MKL estimator and Principal component MKL estimator. There can also be further extension of the estimator to other forms of generalized linear regression models such as Gamma regression, Inverse Gaussian regression, Negative Binomial regression among others. The different forms and types of the MKL ridge parameters can also be introduced to other forms the generalized linear regression model.
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APPENDIX 1: MSE of the Ridge Parameters when P=4, n=10 and v=1

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  | Estimators | kl | Mkl1 | Mkl2 | Rkl | Rmkl1 | Rmkl2 |
| .800 | GKMN | 1.0148 | .3524 | 1.0105 | 66.000 | 4.500 | 63.000 |
| AMKMN | .5694 | .3524 | .5268 | 34.000 | 4.500 | 38.000 |
| AMKMD | .3767 | .7998 | .3736 | 5.000 | 24.500 | 10.000 |
| MNK | 1.0543 | .3524 | 1.0554 | 68.000 | 4.500 | 69.000 |
| MNKMN | 1.0872 | .3524 | 1.0829 | 70.000 | 4.500 | 71.000 |
| MAK | .4523 | 1.2037 | .3060 | 12.000 | 66.500 | 2.000 |
| MAKMN | .3481 | .3524 | .5618 | 2.000 | 4.500 | 39.500 |
| MAKMD | .4717 | .7998 | .3400 | 20.000 | 24.500 | 3.000 |
| MAKGM | .5016 | .8316 | .3486 | 28.000 | 34.500 | 4.000 |
| MAKHM | .3384 | .6155 | .3030 | 1.000 | 14.500 | 1.000 |
| MRKMN | .5470 | .3524 | .4935 | 33.000 | 4.500 | 33.000 |
| MRKMD | .3751 | .7998 | .3993 | 4.000 | 24.500 | 5.000 |
| MRKLHM | .3708 | .6155 | .3705 | 3.000 | 14.500 | 8.000 |
| MDKMN | .6070 | .3524 | .5901 | 35.000 | 4.500 | 41.000 |
| GMKMN | .6664 | .3524 | .6365 | 42.000 | 4.500 | 43.000 |
| .9 | ASIMOTA | .3535 | .3535 | .3535 | 1.000 | 9.000 | 4.000 |
| GKMN | 1.8986 | .3080 | 1.8819 | 67.000 | 4.500 | 67.000 |
| AMKMN | .9102 | .3080 | .8161 | 33.000 | 4.500 | 42.000 |
| MNK | 1.9702 | .3080 | 1.9668 | 69.000 | 4.500 | 69.000 |
| MNKMN | 2.0279 | .3080 | 2.0163 | 70.000 | 4.500 | 71.000 |
| MAK | .8399 | 1.1950 | .3417 | 30.000 | 64.500 | 1.000 |
| MAKMN | .5191 | .3080 | .5403 | 3.000 | 4.500 | 22.500 |
| MAKMD | .7080 | .5669 | .3519 | 22.000 | 21.500 | 3.000 |
| MAKGM | .8701 | .6229 | .3641 | 31.000 | 31.500 | 5.000 |
| MAKHM | .4702 | .4669 | .3446 | 2.000 | 13.500 | 2.000 |
| MRKMN | .9133 | .3080 | .5280 | 34.000 | 4.500 | 21.000 |
| MRKMD | .5199 | .5669 | .4472 | 4.000 | 21.500 | 8.000 |
| MRKLHM | .5232 | .4669 | .5023 | 5.000 | 13.500 | 18.000 |
| MDKMN | .9297 | .3080 | .8832 | 35.000 | 4.500 | 43.000 |
| GMKMN | 1.1045 | .3080 | 1.0311 | 43.000 | 4.500 | 45.000 |
| .95 | ASIMOTA | .3367 | .3367 | .3367 | 1.000 | 1.000 | 1.000 |
| GFA | .7444 | .7444 | .7444 | 4.000 | 39.000 | 28.000 |
| FAPR | .6993 | .6993 | .6993 | 2.000 | 37.000 | 23.000 |
| FAMR | .7069 | .7069 | .7069 | 3.000 | 38.000 | 24.000 |
| MAK | 1.8359 | 1.1905 | .4162 | 38.000 | 64.500 | 2.000 |
| MAKMD | 1.1660 | .4914 | .4196 | 23.000 | 21.500 | 3.000 |
| MAKGM | 1.7468 | .5191 | .4234 | 34.000 | 30.500 | 4.000 |
| MAKHM | .7451 | .4539 | .4410 | 5.000 | 13.500 | 5.000 |
| .99 | ASIMOTA | .4403 | .4403 | .4403 | 2.000 | 2.000 | 2.000 |
| GFA | 1.1760 | 1.1760 | 1.1760 | 5.000 | 59.000 | 24.000 |
| FAPR | .5938 | .5938 | .5938 | 4.000 | 15.000 | 4.000 |
| FASR | .4939 | .4939 | .4939 | 3.000 | 5.000 | 3.000 |
| FAMR | .4030 | .4030 | .4030 | 1.000 | 1.000 | 1.000 |
| MAKAM | 21.9960 | .9016 | .6421 | 69.000 | 44.500 | 5.000 |
| HMKMD | 8.8067 | .4512 | 8.9449 | 35.000 | 4.000 | 50.000 |
| HMKGM | 8.2671 | .4446 | 8.3046 | 32.000 | 3.000 | 49.000 |
| .999 | ASIMOTA | .7467 | .7467 | .7467 | 4.000 | 5.000 | 9.000 |
| GFA | 1.6376 | 1.6376 | 1.6376 | 5.000 | 43.000 | 15.000 |
| FAPR | .3935 | .3935 | .3935 | 3.000 | 4.000 | 3.000 |
| FASR | .3327 | .3327 | .3327 | 2.000 | 2.000 | 2.000 |
| FAMR | .3284 | .3284 | .3284 | 1.000 | 1.000 | 1.000 |
| MAKMR | 295.3992 | 1.1169 | .6801 | 70.000 | 27.500 | 4.000 |
| HMKGM | 78.7683 | .3805 | 77.8864 | 23.000 | 3.000 | 49.000 |

APPENDIX 2: MSE of the Ridge Parameters when P=4, n=10 and v=9

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  | Estimators | kl | Mkl1 | Mkl2 | Rkl | Rmkl1 | Rmkl2 |
| .800 | GFA | 1.1793 | 1.1793 | 1.1793 | 1.000 | 45.000 | 19.000 |
| GKMN | 8.7697 | .7289 | 8.6571 | 65.000 | 4.500 | 65.000 |
| AMKMN | 3.4799 | .7289 | 2.9126 | 25.000 | 4.500 | 39.000 |
| AMKHM | 1.8643 | .8279 | 1.6228 | 4.000 | 12.500 | 26.000 |
| MNK | 9.1478 | .7289 | 9.1122 | 67.000 | 4.500 | 68.000 |
| MNKMN | 9.3873 | .7289 | 9.3204 | 68.000 | 4.500 | 69.000 |
| MAKAM | 6.5039 | 1.1337 | .8779 | 47.000 | 39.500 | 3.000 |
| MAKMN | 1.8957 | .7289 | .9604 | 6.000 | 4.500 | 7.500 |
| MAKMR | 7.9590 | 1.2062 | .9091 | 55.000 | 50.500 | 4.000 |
| MAKMD | 3.3138 | .9273 | .8611 | 21.000 | 20.500 | 2.000 |
| MAKGM | 3.6178 | .9469 | .8585 | 26.000 | 29.500 | 1.000 |
| MAKHM | 1.8873 | .8279 | .9188 | 5.000 | 12.500 | 5.000 |
| MRKMN | 3.6635 | .7289 | 1.0311 | 27.000 | 4.500 | 12.000 |
| MRKMD | 1.7876 | .9273 | 1.1433 | 3.000 | 20.500 | 18.000 |
| MRKLHM | 1.6821 | .8279 | 1.4394 | 2.000 | 12.500 | 23.000 |
| MDKMN | 3.4401 | .7289 | 3.1004 | 24.000 | 4.500 | 40.000 |
| GMKMN | 4.5027 | .7289 | 4.0249 | 38.000 | 4.500 | 43.000 |
| .900 | ASIMOTA | 2.6103 | 2.6103 | 2.6103 | 3.000 | 66.000 | 32.000 |
| GFA | 1.3568 | 1.3568 | 1.3568 | 1.000 | 64.000 | 17.000 |
| GKGM | 14.4728 | .8344 | 14.6072 | 52.000 | 4.500 | 57.000 |
| AMKGM | 4.0243 | .8344 | 1.6138 | 14.000 | 4.500 | 21.000 |
| AMKHM | 2.9513 | .8724 | 2.3886 | 4.000 | 21.500 | 28.000 |
| MNKGM | 16.0303 | .8344 | 16.2303 | 60.000 | 4.500 | 65.000 |
| MAK | 17.7476 | 1.2038 | .9985 | 68.000 | 59.500 | 5.000 |
| MAKAM | 16.8889 | 1.0350 | .9485 | 65.000 | 39.500 | 1.000 |
| MAKMN | 3.1318 | .9451 | .9778 | 6.000 | 30.500 | 3.500 |
| MAKMA | 21.1693 | 1.2038 | .9778 | 71.000 | 59.500 | 3.500 |
| MAKMR | 19.3265 | 1.1640 | .9495 | 70.000 | 50.500 | 2.000 |
| MAKGM | 8.5027 | .8344 | 1.0374 | 34.000 | 4.500 | 6.000 |
| MRKMD | 3.0019 | .8415 | 1.4997 | 5.000 | 13.500 | 20.000 |
| MRKGM | 3.9931 | .8344 | 1.3737 | 12.000 | 4.500 | 18.000 |
| MRKLHM | 2.5916 | .8724 | 2.0549 | 2.000 | 21.500 | 23.000 |
| MDKGM | 4.8388 | .8344 | 2.6084 | 18.000 | 4.500 | 31.000 |
| GMK | 3.9947 | .8344 | 2.9865 | 13.000 | 4.500 | 34.000 |
| GMKGM | 3.8920 | .8344 | 3.2421 | 10.000 | 4.500 | 36.000 |
| .950 | ASIMOTA | 1.4788 | 1.4788 | 1.4788 | 1.000 | 64.000 | 14.000 |
| GFA | 1.5468 | 1.5468 | 1.5468 | 2.000 | 65.000 | 17.000 |
| FAPR | 4.0996 | 4.0996 | 4.0996 | 3.000 | 67.000 | 32.000 |
| MAK | 42.0110 | 1.1969 | 1.0796 | 69.000 | 51.500 | 5.000 |
| MAKAM | 40.7009 | .9686 | 1.0358 | 68.000 | 15.500 | 4.000 |
| MAKMN | 5.6338 | 1.3804 | 1.0182 | 7.000 | 59.500 | 2.500 |
| MAKMA | 46.1790 | 1.1969 | 1.0182 | 71.000 | 51.500 | 2.500 |
| MAKMR | 44.0811 | 1.1409 | 1.0071 | 70.000 | 33.500 | 1.000 |
| MRKMD | 5.1449 | 1.0281 | 2.1429 | 5.000 | 24.500 | 21.000 |
| MRKLHM | 4.3830 | 1.1644 | 3.1496 | 4.000 | 42.500 | 24.000 |
| HMKMD | 16.0158 | .7671 | 16.2502 | 34.000 | 1.000 | 50.000 |
| HMKGM | 15.4697 | .8540 | 15.5991 | 32.000 | 3.000 | 49.000 |
| HMKHM | 17.1440 | .7870 | 17.2736 | 35.500 | 2.000 | 51.000 |
| .990 | ASIMOTA | .5739 | .5739 | .5739 | 1.000 | 1.000 | 1.000 |
| GFA | 1.8761 | 1.8761 | 1.8761 | 2.000 | 40.000 | 12.000 |
| FAPR | 2.5762 | 2.5762 | 2.5762 | 3.000 | 41.000 | 17.000 |
| FASR | 6.8531 | 6.8531 | 6.8531 | 5.000 | 69.000 | 25.000 |
| FAMR | 4.1435 | 4.1435 | 4.1435 | 4.000 | 59.000 | 19.000 |
| MAK | 262.6462 | 1.1916 | 1.1412 | 69.000 | 26.500 | 5.000 |
| MAKMN | 25.4366 | 4.3239 | 1.0828 | 10.000 | 63.500 | 2.500 |
| MAKMA | 266.0415 | 1.1916 | 1.0828 | 71.000 | 26.500 | 2.500 |
| MAKMR | 263.4016 | 1.1228 | 1.0934 | 70.000 | 16.500 | 4.000 |
| HMKGM | 72.8668 | .6210 | 72.8196 | 28.000 | 2.000 | 49.000 |
| .999 | ASIMOTA | .7649 | .7649 | .7649 | 2.000 | 2.000 | 6.000 |
| GFA | 2.0813 | 2.0813 | 2.0813 | 5.000 | 33.000 | 16.000 |
| FAPR | .9823 | .9823 | .9823 | 3.000 | 12.000 | 8.000 |
| FASR | 1.2265 | 1.2265 | 1.2265 | 4.000 | 32.000 | 14.000 |
| FAMR | .6864 | .6864 | .6864 | 1.000 | 1.000 | 1.000 |
| MAKAM | 2797.6404 | .8938 | .7603 | 68.000 | 7.500 | 3.000 |
| MAKMN | 245.2628 | 34.1287 | .7618 | 10.000 | 64.500 | 4.500 |
| MAKMA | 2806.3532 | 1.1903 | .7618 | 71.000 | 27.500 | 4.500 |
| MAKMR | 2803.4313 | 1.1188 | .7543 | 69.000 | 17.500 | 2.000 |
| HMKGM | 707.2739 | .8552 | 698.7350 | 23.000 | 3.000 | 49.000 |

APPENDIX 3: MSE of the Ridge Parameters when P=4, n=10 and v=25

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  | Estimators | kl | Mkl1 | Mkl2 | Rkl | Rmkl1 | Rmkl2 |
| .800 | GFA | 1.7541 | 1.7541 | 1.7541 | 1.000 | 64.000 | 10.000 |
| AMKHM | 4.6325 | 1.2534 | 3.7831 | 4.000 | 41.500 | 27.000 |
| MAK | 23.8272 | 1.2424 | 1.5665 | 63.000 | 33.500 | 5.000 |
| MAKAM | 18.9332 | 1.2149 | 1.4913 | 47.000 | 24.500 | 4.000 |
| MAKMN | 4.8671 | 1.4884 | 1.3874 | 5.000 | 59.500 | 1.500 |
| MAKMA | 27.6946 | 1.2424 | 1.3874 | 69.000 | 33.500 | 1.500 |
| MAKMR | 23.1741 | 1.2539 | 1.4267 | 60.000 | 49.500 | 3.000 |
| MRKMD | 4.6149 | 1.1803 | 2.4467 | 3.000 | 15.500 | 20.000 |
| MRKLHM | 4.1030 | 1.2534 | 3.2833 | 2.000 | 41.500 | 23.000 |
| HMKMA | 11.6519 | 1.0994 | 11.4129 | 32.000 | 1.000 | 44.000 |
| HMKMR | 11.6737 | 1.1660 | 11.5652 | 33.000 | 2.000 | 45.000 |
| .900 | ASIMOTA | 7.1375 | 7.1375 | 7.1375 | 3.000 | 66.000 | 34.000 |
| GFA | 1.9583 | 1.9583 | 1.9583 | 1.000 | 56.000 | 8.000 |
| AMKHM | 7.5772 | 1.6839 | 5.7190 | 4.000 | 51.500 | 29.000 |
| MAK | 58.0413 | 1.2197 | 1.6497 | 70.000 | 26.500 | 5.000 |
| MAKAM | 50.6900 | 1.0972 | 1.6484 | 67.000 | 6.500 | 4.000 |
| MAKMN | 8.1926 | 2.2274 | 1.4404 | 5.000 | 60.500 | 1.500 |
| MAKMA | 63.4999 | 1.2197 | 1.4404 | 71.000 | 26.500 | 1.500 |
| MAKMR | 58.0394 | 1.1919 | 1.5098 | 69.000 | 17.500 | 3.000 |
| MRKLHM | 6.5142 | 1.6839 | 4.7817 | 2.000 | 51.500 | 23.000 |
| HMKMD | 22.8131 | 1.0744 | 23.1299 | 32.000 | 2.000 | 48.000 |
| HMKHM | 24.5136 | 1.0743 | 24.7001 | 34.500 | 1.000 | 49.000 |
| .950 | ASIMOTA | 3.7776 | 3.7776 | 3.7776 | 2.000 | 65.000 | 18.000 |
| GFA | 2.1411 | 2.1411 | 2.1411 | 1.000 | 48.000 | 8.000 |
| FAPR | 9.5663 | 9.5663 | 9.5663 | 3.000 | 67.000 | 29.000 |
| AMKHM | 13.6471 | 2.5849 | 9.5604 | 5.000 | 52.500 | 28.000 |
| MAK | 132.3353 | 1.2084 | 1.7025 | 70.000 | 25.500 | 4.000 |
| MAKAM | 121.8651 | 1.0089 | 1.7822 | 68.000 | 6.500 | 5.000 |
| MAKMN | 15.0292 | 3.4600 | 1.4986 | 7.000 | 60.500 | 1.500 |
| MAKMA | 138.4028 | 1.2084 | 1.4986 | 71.000 | 25.500 | 1.500 |
| MAKMR | 132.1176 | 1.1568 | 1.5823 | 69.000 | 15.500 | 3.000 |
| MRKLHM | 11.3802 | 2.5849 | 7.5645 | 4.000 | 52.500 | 24.000 |
| HMKMD | 44.1565 | .9933 | 44.7419 | 33.000 | 2.000 | 49.000 |
| HMKGM | 42.6413 | .9445 | 42.9216 | 31.000 | 1.000 | 48.000 |
| .990 | ASIMOTA | .8455 | .8455 | .8455 | 1.000 | 1.000 | 1.000 |
| GFA | 2.4062 | 2.4062 | 2.4062 | 2.000 | 31.000 | 9.000 |
| FAPR | 5.6043 | 5.6043 | 5.6043 | 3.000 | 41.000 | 17.000 |
| FASR | 30.0458 | 30.0458 | 30.0458 | 5.000 | 69.000 | 31.000 |
| FAMR | 16.6134 | 16.6134 | 16.6134 | 4.000 | 68.000 | 23.000 |
| MAK | 759.6313 | 1.1998 | 1.6234 | 70.000 | 25.500 | 5.000 |
| MAKMN | 69.8961 | 11.6193 | 1.5176 | 10.000 | 62.500 | 2.500 |
| MAKMA | 763.8076 | 1.1998 | 1.5176 | 71.000 | 25.500 | 2.500 |
| MAKMR | 756.2241 | 1.1286 | 1.5844 | 69.000 | 15.500 | 4.000 |
| .999 | ASIMOTA | .8029 | .8029 | .8029 | 1.000 | 1.000 | 1.000 |
| GFA | 2.5523 | 2.5523 | 2.5523 | 4.000 | 32.000 | 14.000 |
| FAPR | 1.9422 | 1.9422 | 1.9422 | 3.000 | 31.000 | 13.000 |
| FASR | 5.1765 | 5.1765 | 5.1765 | 5.000 | 33.000 | 19.000 |
| FAMR | 1.7116 | 1.7116 | 1.7116 | 2.000 | 29.000 | 11.000 |
| MAK | 7829.9313 | 1.1978 | 1.0646 | 70.000 | 24.500 | 5.000 |
| MAKMN | 680.5194 | 94.4290 | 1.0491 | 10.000 | 64.500 | 2.500 |
| MAKMA | 7831.2937 | 1.1978 | 1.0491 | 71.000 | 24.500 | 2.500 |
| MAKMR | 7823.1796 | 1.1223 | 1.0564 | 69.000 | 14.500 | 4.000 |

APPENDIX 4: MSE of the Ridge Parameters when P=4, n=10 and v= 49

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  | Estimators | kl | Mkl1 | Mkl2 | Rkl | Rmkl1 | Rmkl2 |
| .800 | GFA | 2.2448 | 2.2448 | 2.2448 | 1.000 | 56.000 | 4.000 |
| AMKHM | 8.7669 | 1.8918 | 6.9855 | 3.000 | 51.500 | 28.000 |
| MAKAM | 37.7054 | 1.3351 | 2.3565 | 47.000 | 25.500 | 5.000 |
| MAKMN | 9.3130 | 2.6307 | 1.9572 | 5.000 | 60.500 | 1.500 |
| MAKMA | 55.0829 | 1.2789 | 1.9572 | 69.000 | 7.500 | 1.500 |
| MAKMR | 46.1474 | 1.3241 | 2.1395 | 62.000 | 17.500 | 3.000 |
| MRKMD | 8.8701 | 1.5588 | 4.3687 | 4.000 | 43.500 | 20.000 |
| MRKLHM | 7.7180 | 1.8918 | 6.0166 | 2.000 | 51.500 | 23.000 |
| HMKAM | 22.8037 | 1.2459 | 22.7841 | 34.000 | 3.000 | 46.000 |
| HMKMA | 22.6170 | 1.1054 | 22.1044 | 32.000 | 1.000 | 44.000 |
| HMKMR | 22.6650 | 1.1816 | 22.4115 | 33.000 | 2.000 | 45.000 |
| .900 | ASIMOTA | 13.9340 | 13.9340 | 13.9340 | 3.000 | 66.000 | 34.000 |
| GFA | 2.5011 | 2.5011 | 2.5011 | 1.000 | 48.000 | 5.000 |
| AMKHM | 14.4998 | 2.9014 | 10.6691 | 4.000 | 52.500 | 28.000 |
| MAK | 119.3322 | 1.2429 | 2.4945 | 70.000 | 25.500 | 4.000 |
| MAKMN | 15.7608 | 4.1551 | 2.0436 | 5.000 | 61.500 | 1.500 |
| MAKMA | 127.6246 | 1.2429 | 2.0436 | 71.000 | 25.500 | 1.500 |
| MAKMR | 116.6768 | 1.2326 | 2.2657 | 69.000 | 16.500 | 3.000 |
| MRKLHM | 12.3715 | 2.9014 | 8.8182 | 2.000 | 52.500 | 23.000 |
| HMKMA | 42.4886 | 1.1032 | 40.8831 | 29.000 | 1.000 | 44.000 |
| HMKMR | 42.4457 | 1.1739 | 41.1563 | 27.000 | 2.000 | 45.000 |
| .950 | ASIMOTA | 7.2314 | 7.2314 | 7.2314 | 2.000 | 66.000 | 18.000 |
| GFA | 2.7069 | 2.7069 | 2.7069 | 1.000 | 39.000 | 5.000 |
| FAPR | 16.7602 | 16.7602 | 16.7602 | 3.000 | 67.000 | 28.000 |
| GKAM | 147.8570 | 1.0683 | 147.8190 | 44.000 | 4.500 | 56.000 |
| AMK | 191.9470 | 1.0683 | 5.0111 | 61.000 | 4.500 | 14.000 |
| AMKAM | 163.7295 | 1.0683 | 5.3095 | 48.000 | 4.500 | 15.000 |
| AMKHM | 26.3425 | 4.7153 | 18.0611 | 5.000 | 52.500 | 29.000 |
| MNKAM | 165.0308 | 1.0683 | 167.0767 | 53.000 | 4.500 | 64.000 |
| MAK | 268.9280 | 1.2251 | 2.5247 | 70.000 | 24.500 | 4.000 |
| MAKAM | 244.4363 | 1.0683 | 2.8358 | 67.000 | 4.500 | 6.000 |
| MAKMN | 29.1113 | 6.5847 | 2.1419 | 7.000 | 61.500 | 1.500 |
| MAKMA | 277.7053 | 1.2251 | 2.1419 | 71.000 | 24.500 | 1.500 |
| MAKMR | 265.0863 | 1.1799 | 2.3724 | 69.000 | 15.500 | 3.000 |
| MRKAM | 193.6697 | 1.0683 | 4.2801 | 62.000 | 4.500 | 12.000 |
| MRKLHM | 21.8749 | 4.7153 | 14.1529 | 4.000 | 52.500 | 25.000 |
| MDKAM | 117.0052 | 1.0683 | 19.3251 | 37.000 | 4.500 | 33.000 |
| GMKAM | 65.7724 | 1.0683 | 15.9306 | 23.000 | 4.500 | 27.000 |
| .990 | ASIMOTA | 1.2550 | 1.2550 | 1.2550 | 1.000 | 28.000 | 1.000 |
| GFA | 3.0014 | 3.0014 | 3.0014 | 2.000 | 30.000 | 7.000 |
| FAPR | 9.4919 | 9.4919 | 9.4919 | 3.000 | 41.000 | 17.000 |
| FASR | 70.3036 | 70.3036 | 70.3036 | 5.000 | 69.000 | 31.000 |
| FAMR | 41.8334 | 41.8334 | 41.8334 | 4.000 | 68.000 | 26.000 |
| GKAM | 708.2352 | .9370 | 705.8882 | 43.000 | 4.500 | 56.000 |
| AMK | 1338.7480 | .9370 | 6.1187 | 62.000 | 4.500 | 15.000 |
| AMKAM | 1255.6134 | .9370 | 7.4960 | 60.000 | 4.500 | 16.000 |
| MNKAM | 790.8374 | .9370 | 800.6174 | 52.000 | 4.500 | 64.000 |
| MAK | 1505.7725 | 1.2118 | 2.2962 | 70.000 | 23.500 | 5.000 |
| MAKAM | 1467.5954 | .9370 | 2.6525 | 68.000 | 4.500 | 6.000 |
| MAKMN | 136.5941 | 22.5720 | 2.1183 | 10.000 | 62.500 | 2.500 |
| MAKMA | 1511.3974 | 1.2118 | 2.1183 | 71.000 | 23.500 | 2.500 |
| MAKMR | 1496.3995 | 1.1370 | 2.2757 | 69.000 | 13.500 | 4.000 |
| MRKAM | 1369.9958 | .9370 | 4.7568 | 63.000 | 4.500 | 12.000 |
| MDKAM | 681.5900 | .9370 | 91.7879 | 38.000 | 4.500 | 35.000 |
| GMKAM | 467.9978 | .9370 | 44.4359 | 34.000 | 4.500 | 27.000 |
| .999 | ASIMOTA | .8600 | .8600 | .8600 | 1.000 | 1.000 | 1.000 |
| GFA | 3.1900 | 3.1900 | 3.1900 | 2.000 | 29.000 | 12.000 |
| FAPR | 3.2300 | 3.2300 | 3.2300 | 3.000 | 31.000 | 13.000 |
| FASR | 14.5000 | 14.5000 | 14.5000 | 5.000 | 33.000 | 19.000 |
| FAMR | 3.7000 | 3.7000 | 3.7000 | 4.000 | 32.000 | 14.000 |
| MAK | 15400.0000 | 1.2100 | 1.4700 | 70.500 | 24.000 | 4.000 |
| MAKMN | 1330.0000 | 185.0000 | 1.4400 | 10.000 | 64.500 | 2.500 |
| MAKMA | 15400.0000 | 1.2100 | 1.4400 | 70.500 | 24.000 | 2.500 |
| MAKMR | 15400.0000 | 1.1300 | 1.4900 | 70.500 | 14.500 | 5.000 |

APPENDIX 5: MSE of the Ridge Parameters when P=4, n=10 and v=100

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  | Estimators | kl | Mkl1 | Mkl2 | Rkl | Rmkl1 | Rmkl2 |
| .800 | GFA | 2.8725 | 2.8725 | 2.8725 | 1.000 | 48.000 | 1.000 |
| AMKHM | 17.5377 | 3.2490 | 13.7642 | 3.000 | 52.500 | 27.000 |
| MAK | 101.8637 | 1.3551 | 4.1596 | 67.000 | 7.500 | 5.000 |
| MAKMN | 18.7435 | 5.0621 | 3.1283 | 5.000 | 61.500 | 2.500 |
| MAKMA | 113.3803 | 1.3551 | 3.1283 | 69.000 | 7.500 | 2.500 |
| MAKMR | 95.0489 | 1.4713 | 3.6173 | 62.000 | 17.500 | 4.000 |
| MRKMD | 17.8969 | 2.3618 | 8.4189 | 4.000 | 43.500 | 20.000 |
| MRKLHM | 15.3726 | 3.2490 | 11.7902 | 2.000 | 52.500 | 23.000 |
| HMKAM | 46.3049 | 1.3034 | 46.2231 | 33.000 | 3.000 | 46.000 |
| HMKMA | 45.9119 | 1.1176 | 44.8164 | 31.000 | 1.000 | 44.000 |
| HMKMR | 46.0162 | 1.2138 | 45.4531 | 32.000 | 2.000 | 45.000 |
| .900 | ASIMOTA | 28.3853 | 28.3853 | 28.3853 | 3.000 | 66.000 | 34.000 |
| GFA | 3.2587 | 3.2587 | 3.2587 | 1.000 | 39.000 | 1.000 |
| AMKHM | 29.1955 | 5.4890 | 21.1581 | 4.000 | 52.500 | 29.000 |
| MAK | 249.9691 | 1.2910 | 4.2383 | 70.000 | 7.500 | 5.000 |
| MAKMN | 31.8380 | 8.2563 | 3.2947 | 5.000 | 61.500 | 2.500 |
| MAKMA | 264.1639 | 1.2910 | 3.2947 | 71.000 | 7.500 | 2.500 |
| MAKMR | 241.5264 | 1.3178 | 3.8417 | 69.000 | 15.500 | 4.000 |
| MRKLHM | 24.8121 | 5.4890 | 17.3774 | 2.000 | 52.500 | 23.000 |
| HMKAM | 86.4293 | 1.2772 | 84.6110 | 28.000 | 3.000 | 46.000 |
| HMKMA | 86.5110 | 1.1123 | 83.1656 | 29.000 | 1.000 | 44.000 |
| HMKMR | 86.4241 | 1.1971 | 83.7268 | 27.000 | 2.000 | 45.000 |
| .950 | ASIMOTA | 14.5772 | 14.5772 | 14.5772 | 2.000 | 66.000 | 19.000 |
| GFA | 3.5638 | 3.5638 | 3.5638 | 1.000 | 31.000 | 3.000 |
| FAPR | 30.3948 | 30.3948 | 30.3948 | 3.000 | 67.000 | 27.000 |
| AMKHM | 53.3064 | 9.2421 | 36.0955 | 5.000 | 52.500 | 30.000 |
| MAK | 559.7447 | 1.2599 | 4.2261 | 70.000 | 23.500 | 5.000 |
| MAKMN | 59.0298 | 13.2312 | 3.4700 | 7.000 | 61.500 | 1.500 |
| MAKMA | 574.3209 | 1.2599 | 3.4700 | 71.000 | 23.500 | 1.500 |
| MAKMR | 548.2113 | 1.2280 | 4.0136 | 69.000 | 14.500 | 4.000 |
| MRKLHM | 44.1730 | 9.2421 | 28.1326 | 4.000 | 52.500 | 25.000 |
| HMKMA | 167.2690 | 1.1096 | 159.9250 | 28.000 | 1.000 | 44.000 |
| HMKMR | 167.1082 | 1.1887 | 160.4573 | 27.000 | 2.000 | 45.000 |
| .990 | ASIMOTA | 2.1276 | 2.1276 | 2.1276 | 1.000 | 28.000 | 1.000 |
| GFA | 4.0623 | 4.0623 | 4.0623 | 2.000 | 30.000 | 6.000 |
| FAPR | 16.7280 | 16.7280 | 16.7280 | 3.000 | 41.000 | 17.000 |
| FASR | 174.4790 | 174.4790 | 174.4790 | 5.000 | 69.000 | 32.000 |
| FAMR | 110.9251 | 110.9251 | 110.9251 | 4.000 | 68.000 | 30.000 |
| GKAM | 1445.0921 | .9732 | 1440.2947 | 42.000 | 4.500 | 56.000 |
| AMK | 2783.6993 | .9732 | 10.6686 | 62.000 | 4.500 | 14.000 |
| AMKAM | 2597.2394 | .9732 | 13.7982 | 60.000 | 4.500 | 16.000 |
| MNKAM | 1613.8565 | .9732 | 1633.8106 | 52.000 | 4.500 | 64.000 |
| MAK | 3091.5172 | 1.2369 | 3.7044 | 70.000 | 23.500 | 4.000 |
| MAKAM | 3010.5768 | .9732 | 4.5142 | 68.000 | 4.500 | 7.000 |
| MAKMN | 278.3411 | 45.8589 | 3.3737 | 10.000 | 62.500 | 2.500 |
| MAKMA | 3100.4634 | 1.2369 | 3.3737 | 71.000 | 23.500 | 2.500 |
| MAKMR | 3069.7118 | 1.1542 | 3.7263 | 69.000 | 13.500 | 5.000 |
| MRKAM | 2822.7571 | .9732 | 8.4767 | 63.000 | 4.500 | 12.000 |
| MDKAM | 1394.5003 | .9732 | 186.8641 | 38.000 | 4.500 | 35.000 |
| GMKAM | 964.4409 | .9732 | 87.4921 | 34.000 | 4.500 | 26.000 |
| .999 | ASIMOTA | .9840 | .9840 | .9840 | 1.000 | 9.000 | 1.000 |
| GFA | 4.4500 | 4.4500 | 4.4500 | 2.000 | 29.000 | 12.000 |
| FAPR | 5.7500 | 5.7500 | 5.7500 | 3.000 | 30.000 | 13.000 |
| FASR | 30.7000 | 30.7000 | 30.7000 | 5.000 | 33.000 | 19.000 |
| FAMR | 9.1300 | 9.1300 | 9.1300 | 4.000 | 32.000 | 18.000 |
| GKAM | 14100.0000 | .9150 | 14000.0000 | 38.000 | 4.500 | 55.000 |
| AMK | 31000.0000 | .9150 | 7.0700 | 63.000 | 4.500 | 15.000 |
| AMKAM | 30600.0000 | .9150 | 8.5900 | 60.000 | 4.500 | 17.000 |
| MNKAM | 15800.0000 | .9150 | 16000.0000 | 50.000 | 4.500 | 63.000 |
| MAK | 31400.0000 | 1.2300 | 2.3300 | 70.000 | 24.000 | 4.000 |
| MAKAM | 31300.0000 | .9150 | 2.6500 | 68.000 | 4.500 | 6.000 |
| MAKMN | 2720.0000 | 377.0000 | 2.2600 | 10.000 | 64.500 | 2.500 |
| MAKMA | 31400.0000 | 1.2300 | 2.2600 | 70.000 | 24.000 | 2.500 |
| MAKMR | 31400.0000 | 1.1400 | 2.3800 | 70.000 | 14.500 | 5.000 |
| MRKAM | 31000.0000 | .9150 | 4.4100 | 63.000 | 4.500 | 11.000 |
| MDKAM | 14000.0000 | .9150 | 1880.0000 | 35.000 | 4.500 | 35.000 |
| GMKAM | 13900.0000 | .9150 | 445.0000 | 34.000 | 4.500 | 27.000 |

APPENDIX 6: MSE of the Ridge Parameters when P=4, n=20 and v=1

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  | Estimators | kl | Mkl1 | Mkl2 | Rkl | Rmkl1 | Rmkl2 |
| .800 | GKMN | .4071 | .2567 | .4040 | 54.000 | 4.500 | 56.000 |
| AMKMN | .2575 | .2567 | .2365 | 20.000 | 4.500 | 19.000 |
| AMKGM | .1860 | .6118 | .1871 | 5.000 | 35.500 | 6.000 |
| MNK | .4775 | .2567 | .4791 | 62.000 | 4.500 | 65.000 |
| MNKMN | .4935 | .2567 | .4928 | 66.000 | 4.500 | 69.000 |
| MAKMN | .1582 | .2567 | .4746 | 1.000 | 4.500 | 62.500 |
| MAKMD | .2068 | .4708 | .1816 | 11.000 | 24.500 | 5.000 |
| MAKHM | .1876 | .4210 | .1738 | 6.000 | 16.500 | 1.000 |
| MRKMN | .2294 | .2567 | .3271 | 16.000 | 4.500 | 39.000 |
| MRKMD | .1732 | .4708 | .1755 | 2.000 | 24.500 | 2.000 |
| MRKGM | .1826 | .6118 | .1801 | 4.000 | 35.500 | 4.000 |
| MRKLHM | .1753 | .4210 | .1762 | 3.000 | 16.500 | 3.000 |
| MDKMN | .3016 | .2567 | .2943 | 34.000 | 4.500 | 35.000 |
| GMKMN | .3162 | .2567 | .3030 | 35.000 | 4.500 | 36.000 |
| .900 | GKMN | .8080 | .1759 | .7987 | 58.000 | 4.500 | 61.000 |
| AMKMN | .4519 | .1759 | .4048 | 32.000 | 4.500 | 33.000 |
| AMKGM | .2607 | .3528 | .2465 | 5.000 | 29.500 | 9.000 |
| MNK | .8764 | .1759 | .8784 | 67.000 | 4.500 | 69.000 |
| MNKMN | .9148 | .1759 | .9111 | 69.000 | 4.500 | 71.000 |
| MAK | .3309 | 1.2406 | .2089 | 15.000 | 66.500 | 4.000 |
| MAKMN | .2434 | .1759 | .4090 | 2.000 | 4.500 | 36.500 |
| MAKMD | .2706 | .2522 | .1901 | 7.000 | 20.500 | 2.000 |
| MAKGM | .4032 | .3528 | .1984 | 22.000 | 29.500 | 3.000 |
| MAKHM | .2378 | .2299 | .1894 | 1.000 | 12.500 | 1.000 |
| MRKMN | .4115 | .1759 | .3227 | 28.000 | 4.500 | 23.000 |
| MRKMD | .2461 | .2522 | .2380 | 3.000 | 20.500 | 6.000 |
| MRKGM | .2677 | .3528 | .2253 | 6.000 | 29.500 | 5.000 |
| MRKLHM | .2589 | .2299 | .2497 | 4.000 | 12.500 | 10.000 |
| MDKMN | .5116 | .1759 | .4925 | 36.000 | 4.500 | 41.000 |
| GMKMN | .5459 | .1759 | .5145 | 40.000 | 4.500 | 45.000 |
| .950 | ASIMOTA | .3244 | .3244 | .3244 | 1.000 | 35.000 | 10.000 |
| GKMN | 1.6398 | .1745 | 1.6172 | 64.000 | 4.500 | 65.000 |
| AMKMN | .8080 | .1745 | .7130 | 32.000 | 4.500 | 41.000 |
| AMKGM | .4230 | .2295 | .3493 | 4.000 | 29.500 | 14.000 |
| MNK | 1.7337 | .1745 | 1.7304 | 68.000 | 4.500 | 69.000 |
| MNKMN | 1.7967 | .1745 | 1.7851 | 70.000 | 4.500 | 71.000 |
| MAK | .5327 | 1.2405 | .2706 | 17.000 | 64.500 | 5.000 |
| MAKAM | 1.5709 | .8895 | .2702 | 62.000 | 44.500 | 4.000 |
| MAKMN | .4340 | .1745 | .3800 | 5.000 | 4.500 | 18.500 |
| MAKMD | .4354 | .1938 | .2498 | 7.000 | 20.500 | 2.000 |
| MAKGM | .7684 | .2295 | .2385 | 30.000 | 29.500 | 1.000 |
| MAKHM | .3690 | .1910 | .2589 | 2.000 | 12.500 | 3.000 |
| MRKMN | .7886 | .1745 | .3691 | 31.000 | 4.500 | 16.000 |
| MRKMD | .4010 | .1938 | .3740 | 3.000 | 20.500 | 17.000 |
| MDKMN | .8483 | .1745 | .8035 | 36.000 | 4.500 | 42.000 |
| GMKMN | .9760 | .1745 | .9046 | 41.000 | 4.500 | 47.000 |
| .990 | ASIMOTA | .1461 | .1461 | .1461 | 1.000 | 1.000 | 1.000 |
| GFA | .7921 | .7921 | .7921 | 5.000 | 41.000 | 24.000 |
| FAPR | .5615 | .5615 | .5615 | 4.000 | 40.000 | 21.000 |
| FASR | .5342 | .5342 | .5342 | 3.000 | 39.000 | 20.000 |
| FAMR | .4153 | .4153 | .4153 | 2.000 | 38.000 | 12.000 |
| MAK | 5.3364 | 1.2405 | .3465 | 43.000 | 64.500 | 4.000 |
| MAKAM | 9.1782 | .8645 | .3015 | 69.000 | 45.500 | 2.000 |
| MAKMR | 9.3542 | 1.1513 | .3244 | 71.000 | 54.500 | 3.000 |
| MAKGM | 4.9478 | .1806 | .3481 | 42.000 | 7.500 | 5.000 |
| HMKMD | 4.1249 | .1653 | 4.2247 | 38.000 | 2.000 | 50.000 |
| HMKHM | 4.3583 | .1772 | 4.4140 | 40.500 | 3.000 | 51.000 |
| .999 | ASIMOTA | .3902 | .3902 | .3902 | 4.000 | 13.000 | 4.000 |
| GFA | 1.1428 | 1.1428 | 1.1428 | 5.000 | 25.000 | 15.000 |
| FAPR | .2348 | .2348 | .2348 | 3.000 | 4.000 | 3.000 |
| FASR | .1337 | .1337 | .1337 | 2.000 | 3.000 | 2.000 |
| FAMR | .1216 | .1216 | .1216 | 1.000 | 1.000 | 1.000 |
| MAKAM | 148.1915 | .8590 | .4842 | 69.000 | 19.500 | 5.000 |
| HMKGM | 35.5005 | .1316 | 35.7748 | 26.000 | 2.000 | 49.000 |

APPENDIX 7: MSE of the Ridge Parameters when P=4, n=20 and v=9

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  | Estimators | kl | Mkl1 | Mkl2 | Rkl | Rmkl1 | Rmkl2 |
| .800 | GFA | .6732 | .6732 | .6732 | 2.000 | 25.000 | 18.000 |
| GKMN | 3.3907 | .3834 | 3.3531 | 62.000 | 4.500 | 61.000 |
| AMKMN | 1.5090 | .3834 | 1.3097 | 33.000 | 4.500 | 39.000 |
| AMKGM | .7442 | .6738 | .6913 | 5.000 | 29.500 | 19.000 |
| MNK | 3.6130 | .3834 | 3.6065 | 67.000 | 4.500 | 67.000 |
| MNKMN | 3.7191 | .3834 | 3.6967 | 68.000 | 4.500 | 68.000 |
| MAK | 1.4008 | 1.2466 | .4670 | 31.000 | 60.500 | 4.000 |
| MAKAM | 1.8892 | 1.0106 | .4804 | 42.000 | 38.500 | 5.000 |
| MAKMN | .7709 | .3834 | .6426 | 7.000 | 4.500 | 15.500 |
| MAKMD | .6896 | .5581 | .4398 | 4.000 | 20.500 | 2.000 |
| MAKGM | .9641 | .6738 | .4336 | 15.000 | 29.500 | 1.000 |
| MAKHM | .6194 | .5186 | .4511 | 1.000 | 12.500 | 3.000 |
| MRKMN | 1.5177 | .3834 | .6143 | 34.000 | 4.500 | 14.000 |
| MRKGM | .6854 | .6738 | .6104 | 3.000 | 29.500 | 13.000 |
| MDKMN | 1.5468 | .3834 | 1.4424 | 35.000 | 4.500 | 40.000 |
| GMKMN | 1.8849 | .3834 | 1.7271 | 41.000 | 4.500 | 42.000 |
| .900 | GFA | .8060 | .8060 | .8060 | 1.000 | 36.000 | 18.000 |
| GKMN | 7.0195 | .4015 | 6.9222 | 63.000 | 4.500 | 63.000 |
| AMKMN | 2.7952 | .4015 | 2.3249 | 29.000 | 4.500 | 39.000 |
| AMKGM | 1.2450 | .4682 | .8542 | 5.000 | 29.500 | 20.000 |
| MNK | 7.4373 | .4015 | 7.4148 | 67.000 | 4.500 | 68.000 |
| MNKMN | 7.6644 | .4015 | 7.6078 | 69.000 | 4.500 | 69.000 |
| MAK | 4.2178 | 1.2438 | .4967 | 43.000 | 60.500 | 3.000 |
| MAKAM | 5.6599 | .9362 | .4804 | 49.000 | 40.500 | 2.000 |
| MAKMN | 1.3693 | .4015 | .5960 | 9.000 | 4.500 | 9.500 |
| MAKMR | 6.6883 | 1.1646 | .5253 | 61.000 | 50.500 | 5.000 |
| MAKMD | 1.3097 | .4328 | .5140 | 8.000 | 20.500 | 4.000 |
| MAKGM | 2.4239 | .4682 | .4767 | 25.000 | 29.500 | 1.000 |
| MAKHM | 1.0577 | .4307 | .5499 | 2.000 | 12.500 | 6.000 |
| MRKMN | 2.9390 | .4015 | .6187 | 31.000 | 4.500 | 12.000 |
| MRKMD | 1.1053 | .4328 | .9550 | 3.000 | 20.500 | 21.000 |
| MRKGM | 1.1760 | .4682 | .7221 | 4.000 | 29.500 | 17.000 |
| MDKMN | 2.7538 | .4015 | 2.4698 | 28.000 | 4.500 | 40.000 |
| GMKMN | 3.5968 | .4015 | 3.2063 | 38.000 | 4.500 | 43.000 |
| .950 | GFA | .9408 | .9408 | .9408 | 1.000 | 45.000 | 19.000 |
| AMKMD | 2.1332 | .5246 | 1.6295 | 5.000 | 15.500 | 23.000 |
| MAK | 13.6651 | 1.2428 | .5786 | 61.000 | 60.500 | 3.000 |
| MAKAM | 15.7749 | .8983 | .5368 | 68.000 | 40.500 | 1.000 |
| MAKMR | 17.2094 | 1.1576 | .5620 | 70.000 | 50.500 | 2.000 |
| MAKGM | 6.7726 | .4197 | .6087 | 33.000 | 5.500 | 4.000 |
| MAKHM | 2.1161 | .5578 | .7252 | 4.000 | 23.500 | 15.000 |
| MRKMD | 1.7644 | .5246 | 1.2931 | 2.000 | 15.500 | 21.000 |
| MRKLHM | 2.0951 | .5578 | 1.6460 | 3.000 | 23.500 | 25.000 |
| HMKHM | 7.5022 | .4188 | 7.5848 | 37.500 | 1.000 | 49.000 |
| .990 | ASIMOTA | .3679 | .3679 | .3679 | 1.000 | 2.000 | 1.000 |
| GFA | 1.2007 | 1.2007 | 1.2007 | 2.000 | 31.000 | 12.000 |
| FAPR | 2.9603 | 2.9603 | 2.9603 | 3.000 | 66.000 | 22.000 |
| FAMR | 7.4175 | 7.4175 | 7.4175 | 4.000 | 68.000 | 34.000 |
| MAKAM | 123.9504 | .8672 | .7205 | 69.000 | 16.500 | 5.000 |
| MAKMN | 12.1117 | 1.9836 | .7135 | 10.000 | 61.500 | 3.500 |
| MAKMA | 127.4269 | 1.2422 | .7135 | 71.000 | 36.500 | 3.500 |
| MAKMR | 126.2238 | 1.1525 | .7039 | 70.000 | 25.500 | 2.000 |
| MRKMD | 7.8542 | 1.6685 | 3.4162 | 5.000 | 45.500 | 23.000 |
| HMKMD | 35.7440 | .5035 | 36.4329 | 31.000 | 3.000 | 50.000 |
| HMKGM | 31.8776 | .3059 | 32.5602 | 28.000 | 1.000 | 49.000 |
| HMKHM | 37.8459 | .6423 | 38.1433 | 34.500 | 4.000 | 51.000 |
| .999 | ASIMOTA | .4190 | .4190 | .4190 | 1.000 | 2.000 | 6.000 |
| GFA | 1.4060 | 1.4060 | 1.4060 | 5.000 | 33.000 | 15.000 |
| FAPR | .9079 | .9079 | .9079 | 3.000 | 12.000 | 13.000 |
| FASR | 1.1442 | 1.1442 | 1.1442 | 4.000 | 14.000 | 14.000 |
| FAMR | .6436 | .6436 | .6436 | 2.000 | 3.000 | 7.000 |
| MAK | 1477.0585 | 1.2420 | .3838 | 69.000 | 28.500 | 1.000 |
| MAKAM | 1474.3549 | .8600 | .3860 | 68.000 | 7.500 | 3.000 |
| MAKMN | 122.9929 | 18.2250 | .3909 | 10.000 | 64.500 | 4.500 |
| MAKMA | 1478.4820 | 1.2420 | .3909 | 71.000 | 28.500 | 4.500 |
| MAKMR | 1477.0961 | 1.1514 | .3846 | 70.000 | 18.500 | 2.000 |
| HMKGM | 318.4390 | .3625 | 320.2870 | 26.000 | 1.000 | 49.000 |

APPENDIX 8: MSE of the Ridge Parameters when P=4, n=20 and v=25

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  | Estimators | kl | Mkl1 | Mkl2 | Rkl | Rmkl1 | Rmkl2 |
| .800 | GFA | .9618 | .9618 | .9618 | 1.000 | 34.000 | 14.000 |
| GKMN | 9.3322 | .6342 | 9.2162 | 63.000 | 4.500 | 62.000 |
| AMKMN | 3.6842 | .6342 | 3.0471 | 29.000 | 4.500 | 39.000 |
| AMKGM | 1.5868 | .7957 | 1.2914 | 5.000 | 28.500 | 20.000 |
| MNK | 9.9565 | .6342 | 9.9318 | 67.000 | 4.500 | 67.000 |
| MNKMN | 10.2347 | .6342 | 10.1670 | 68.000 | 4.500 | 68.000 |
| MAK | 6.3729 | 1.2569 | .7905 | 47.000 | 60.500 | 5.000 |
| MAKAM | 5.5088 | 1.0521 | .7451 | 44.000 | 38.500 | 2.000 |
| MAKMN | 1.7418 | .6342 | .8435 | 8.000 | 4.500 | 7.500 |
| MAKMR | 7.4118 | 1.2020 | .7767 | 48.000 | 50.500 | 4.000 |
| MAKMD | 1.6472 | .7302 | .7696 | 6.000 | 20.500 | 3.000 |
| MAKGM | 2.5545 | .7957 | .7386 | 21.000 | 28.500 | 1.000 |
| MAKHM | 1.4048 | .7111 | .8015 | 3.000 | 12.500 | 6.000 |
| MRKMN | 3.7983 | .6342 | .9040 | 32.000 | 4.500 | 11.000 |
| MRKMD | 1.5332 | .7302 | 1.3379 | 4.000 | 20.500 | 21.000 |
| MRKGM | 1.4011 | .7957 | 1.0882 | 2.000 | 28.500 | 18.000 |
| MDKMN | 3.7250 | .6342 | 3.3644 | 30.000 | 4.500 | 40.000 |
| GMKMN | 4.8024 | .6342 | 4.2845 | 39.000 | 4.500 | 41.000 |
| .900 | GFA | 1.1044 | 1.1044 | 1.1044 | 1.000 | 45.000 | 16.000 |
| GKGM | 16.7209 | .6963 | 16.9371 | 50.000 | 4.500 | 55.000 |
| AMKMD | 2.8553 | .7908 | 2.2369 | 5.000 | 14.500 | 24.000 |
| AMKGM | 3.1851 | .6963 | 1.5658 | 7.000 | 4.500 | 20.000 |
| MNKGM | 18.9699 | .6963 | 19.2292 | 60.000 | 4.500 | 64.000 |
| MAK | 19.7785 | 1.2501 | .8722 | 64.000 | 60.500 | 5.000 |
| MAKAM | 18.5846 | .9643 | .8326 | 59.000 | 39.500 | 2.000 |
| MAKMN | 3.2640 | .8495 | .8546 | 9.000 | 31.500 | 3.500 |
| MAKMA | 24.4150 | 1.2501 | .8546 | 69.000 | 60.500 | 3.500 |
| MAKMR | 21.9937 | 1.1757 | .8203 | 68.000 | 50.500 | 1.000 |
| MAKGM | 7.5796 | .6963 | .9326 | 25.000 | 4.500 | 6.000 |
| MAKHM | 2.8087 | .8288 | 1.0398 | 4.000 | 23.500 | 12.000 |
| MRKMD | 2.3725 | .7908 | 1.7840 | 2.000 | 14.500 | 21.000 |
| MRKGM | 2.9890 | .6963 | 1.2488 | 6.000 | 4.500 | 18.000 |
| MRKLHM | 2.7962 | .8288 | 2.1895 | 3.000 | 23.500 | 22.000 |
| MDKGM | 4.4894 | .6963 | 2.9945 | 15.000 | 4.500 | 31.000 |
| GMK | 3.7588 | .6963 | 3.2873 | 11.000 | 4.500 | 32.000 |
| GMKGM | 3.9779 | .6963 | 3.6632 | 12.000 | 4.500 | 34.000 |
| .950 | GFA | 1.2403 | 1.2403 | 1.2403 | 1.000 | 39.000 | 12.000 |
| AMKMD | 5.3117 | 1.1820 | 3.4474 | 4.000 | 33.500 | 25.000 |
| AMKHM | 5.8869 | 1.2867 | 4.4016 | 5.000 | 52.500 | 30.000 |
| MAK | 54.2122 | 1.2474 | 1.0006 | 69.000 | 44.500 | 5.000 |
| MAKAM | 51.8438 | .9152 | .9624 | 68.000 | 15.500 | 4.000 |
| MAKMN | 6.4168 | 1.3394 | .9221 | 7.000 | 60.500 | 2.500 |
| MAKMA | 59.4924 | 1.2474 | .9221 | 71.000 | 44.500 | 2.500 |
| MAKMR | 56.6235 | 1.1638 | .9118 | 70.000 | 25.500 | 1.000 |
| MRKMD | 4.2216 | 1.1820 | 2.5228 | 2.000 | 33.500 | 21.000 |
| MRKLHM | 4.9186 | 1.2867 | 3.4029 | 3.000 | 52.500 | 24.000 |
| HMKMD | 19.5251 | .6040 | 19.9099 | 32.000 | 1.000 | 48.000 |
| HMKGM | 17.7436 | .7315 | 18.2913 | 30.000 | 3.000 | 47.000 |
| HMKHM | 20.5229 | .6280 | 20.7081 | 33.500 | 2.000 | 49.000 |
| .990 | ASIMOTA | .8123 | .8123 | .8123 | 1.000 | 2.000 | 1.000 |
| GFA | 1.4759 | 1.4759 | 1.4759 | 2.000 | 31.000 | 7.000 |
| FAPR | 6.6201 | 6.6201 | 6.6201 | 3.000 | 66.000 | 22.000 |
| MAK | 376.0353 | 1.2456 | .9882 | 69.000 | 26.500 | 5.000 |
| MAKMN | 32.8379 | 5.2919 | .9308 | 9.000 | 61.500 | 2.500 |
| MAKMA | 379.6737 | 1.2456 | .9308 | 71.000 | 26.500 | 2.500 |
| MAKMR | 376.0878 | 1.1548 | .9404 | 70.000 | 15.500 | 4.000 |
| MRKMD | 21.7719 | 4.4053 | 8.3300 | 4.000 | 45.500 | 23.000 |
| MRKLHM | 22.8923 | 4.9709 | 12.8186 | 5.000 | 53.500 | 29.000 |
| HMKGM | 88.2813 | .4770 | 90.0689 | 28.000 | 1.000 | 49.000 |
| .999 | ASIMOTA | .4771 | .4771 | .4771 | 1.000 | 1.000 | 1.000 |
| GFA | 1.6405 | 1.6405 | 1.6405 | 2.000 | 30.000 | 13.000 |
| FAPR | 1.9323 | 1.9323 | 1.9323 | 3.000 | 31.000 | 17.000 |
| FASR | 7.5632 | 7.5632 | 7.5632 | 5.000 | 41.000 | 19.000 |
| FAMR | 2.4292 | 2.4292 | 2.4292 | 4.000 | 32.000 | 18.000 |
| MAK | 4143.4872 | 1.2452 | .5564 | 70.000 | 25.500 | 4.000 |
| MAKAM | 4133.1180 | .8619 | .5439 | 68.000 | 6.500 | 2.000 |
| MAKMR | 4140.8125 | 1.1527 | .5448 | 69.000 | 15.500 | 3.000 |
| HMKGM | 884.3001 | .8220 | 889.2893 | 25.000 | 2.000 | 49.000 |

APPENDIX 9: MSE of the Ridge Parameters when P=4, n=20 and v=25

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  | Estimators | kl | Mkl1 | Mkl2 | Rkl | Rmkl1 | Rmkl2 |
| .800 | GFA | 1.2114 | 1.2114 | 1.2114 | 1.000 | 46.000 | 7.000 |
| GKGM | 16.0269 | .9776 | 16.2116 | 53.000 | 4.500 | 54.000 |
| AMKGM | 2.8101 | .9776 | 2.0885 | 5.000 | 4.500 | 20.000 |
| MNKGM | 18.2009 | .9776 | 18.4132 | 61.000 | 4.500 | 63.000 |
| MAK | 15.1077 | 1.2722 | 1.1737 | 48.000 | 60.500 | 5.000 |
| MAKAM | 11.3963 | 1.1139 | 1.1177 | 44.000 | 37.500 | 4.000 |
| MAKMN | 3.1395 | 1.0091 | 1.0931 | 8.000 | 29.500 | 2.500 |
| MAKMA | 19.3110 | 1.2722 | 1.0931 | 65.000 | 60.500 | 2.500 |
| MAKMR | 15.3987 | 1.2331 | 1.0877 | 50.000 | 50.500 | 1.000 |
| MAKGM | 5.1099 | .9776 | 1.1752 | 21.000 | 4.500 | 6.000 |
| MAKHM | 2.6160 | .9987 | 1.2908 | 3.000 | 20.500 | 10.000 |
| MRKMD | 2.6334 | .9872 | 2.1853 | 4.000 | 12.500 | 21.000 |
| MRKGM | 2.4489 | .9776 | 1.7171 | 2.000 | 4.500 | 18.000 |
| MDKGM | 4.1482 | .9776 | 3.5253 | 13.000 | 4.500 | 31.000 |
| GMK | 4.0475 | .9776 | 3.8801 | 12.000 | 4.500 | 32.000 |
| GMKGM | 4.4498 | .9776 | 4.3189 | 17.000 | 4.500 | 36.000 |
| .900 | GFA | 1.3783 | 1.3783 | 1.3783 | 1.000 | 48.000 | 6.000 |
| AMKMD | 5.2269 | 1.3262 | 3.8198 | 4.000 | 43.500 | 24.000 |
| MAK | 45.6607 | 1.2594 | 1.2923 | 67.000 | 35.500 | 4.000 |
| MAKAM | 39.2852 | 1.0060 | 1.3125 | 62.000 | 6.500 | 5.000 |
| MAKMN | 6.0519 | 1.5199 | 1.1521 | 8.000 | 60.500 | 1.500 |
| MAKMA | 51.6271 | 1.2594 | 1.1521 | 69.000 | 35.500 | 1.500 |
| MAKMR | 46.5425 | 1.1922 | 1.1892 | 68.000 | 25.500 | 3.000 |
| MAKHM | 5.5495 | 1.4242 | 1.7619 | 5.000 | 52.500 | 16.000 |
| MRKMD | 4.2392 | 1.3262 | 2.9321 | 2.000 | 43.500 | 21.000 |
| MRKLHM | 4.9959 | 1.4242 | 3.6895 | 3.000 | 52.500 | 23.000 |
| HMKMD | 18.9939 | .8947 | 19.3503 | 33.000 | 2.000 | 47.000 |
| HMKHM | 19.8343 | .8739 | 20.0140 | 36.500 | 1.000 | 48.000 |
| .950 | GFA | 1.5295 | 1.5295 | 1.5295 | 1.000 | 39.000 | 6.000 |
| AMKMD | 10.0838 | 2.1658 | 6.1008 | 4.000 | 44.500 | 25.000 |
| AMKHM | 11.1120 | 2.3777 | 7.9507 | 5.000 | 52.500 | 28.000 |
| MAK | 117.8311 | 1.2543 | 1.4224 | 69.000 | 26.500 | 4.000 |
| MAKAM | 108.1341 | .9403 | 1.4865 | 68.000 | 6.500 | 5.000 |
| MAKMN | 12.1823 | 2.5001 | 1.2459 | 6.000 | 60.500 | 1.500 |
| MAKMA | 124.1545 | 1.2543 | 1.2459 | 71.000 | 26.500 | 1.500 |
| MAKMR | 118.1803 | 1.1729 | 1.3033 | 70.000 | 16.500 | 3.000 |
| MRKMD | 7.9503 | 2.1658 | 4.3180 | 2.000 | 44.500 | 21.000 |
| MRKLHM | 9.1215 | 2.3777 | 5.9540 | 3.000 | 52.500 | 24.000 |
| HMKMD | 38.0970 | .8311 | 38.8213 | 32.000 | 2.000 | 48.000 |
| HMKGM | 34.6143 | .7974 | 35.6504 | 30.000 | 1.000 | 47.000 |
| .990 | ASIMOTA | 1.4796 | 1.4796 | 1.4796 | 1.000 | 29.000 | 6.000 |
| GFA | 1.7792 | 1.7792 | 1.7792 | 2.000 | 30.000 | 7.000 |
| FAPR | 11.2890 | 11.2890 | 11.2890 | 3.000 | 66.000 | 22.000 |
| MAK | 756.1642 | 1.2507 | 1.2645 | 70.000 | 24.500 | 4.000 |
| MAKAM | 739.0938 | .8796 | 1.3753 | 68.000 | 5.500 | 5.000 |
| MAKMN | 63.9143 | 10.2500 | 1.1824 | 8.000 | 61.500 | 1.500 |
| MAKMA | 760.0573 | 1.2507 | 1.1824 | 71.000 | 24.500 | 1.500 |
| MAKMR | 752.8883 | 1.1582 | 1.2261 | 69.000 | 14.500 | 3.000 |
| MRKMD | 42.7315 | 8.5057 | 15.7044 | 4.000 | 45.500 | 25.000 |
| MRKLHM | 44.4055 | 9.6115 | 24.2977 | 5.000 | 53.500 | 29.000 |
| HMKGM | 172.8852 | .7329 | 176.3272 | 28.000 | 1.000 | 49.000 |
| .999 | ASIMOTA | .5642 | .5642 | .5642 | 1.000 | 1.000 | 1.000 |
| GFA | 1.9464 | 1.9464 | 1.9464 | 2.000 | 30.000 | 13.000 |
| FAPR | 3.2474 | 3.2474 | 3.2474 | 3.000 | 31.000 | 17.000 |
| FASR | 29.7113 | 29.7113 | 29.7113 | 5.000 | 43.000 | 19.000 |
| FAMR | 6.2167 | 6.2167 | 6.2167 | 4.000 | 32.000 | 18.000 |
| MAK | 8142.9361 | 1.2499 | .7610 | 70.000 | 24.500 | 5.000 |
| MAKMN | 667.5146 | 98.5986 | .7573 | 10.000 | 64.500 | 3.500 |
| MAKMA | 8144.1880 | 1.2499 | .7573 | 71.000 | 24.500 | 3.500 |
| MAKMR | 8136.5902 | 1.1548 | .7499 | 69.000 | 14.500 | 2.000 |

APPENDIX 10: MSE of the Ridge Parameters when P=4, n=20 and v=100

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  | Estimators | kl | Mkl1 | Mkl2 | Rkl | Rmkl1 | Rmkl2 |
| .800 | GFA | 1.5415 | 1.5415 | 1.5415 | 1.000 | 48.000 | 1.000 |
| AMKGM | 5.4023 | 1.3629 | 3.7402 | 5.000 | 35.500 | 20.000 |
| MAKAM | 24.1390 | 1.2444 | 1.8887 | 44.000 | 6.500 | 5.000 |
| MAKMN | 6.0854 | 1.8044 | 1.5820 | 8.000 | 60.500 | 2.500 |
| MAKMA | 40.9683 | 1.3045 | 1.5820 | 68.000 | 26.500 | 2.500 |
| MAKMR | 32.6915 | 1.2987 | 1.7182 | 52.000 | 18.500 | 4.000 |
| MAKHM | 5.2120 | 1.6081 | 2.3136 | 4.000 | 52.500 | 12.000 |
| MRKMD | 4.9394 | 1.5318 | 3.9378 | 3.000 | 43.500 | 21.000 |
| MRKGM | 4.6740 | 1.3629 | 3.0154 | 2.000 | 35.500 | 18.000 |
| HMKMA | 16.3999 | 1.1302 | 16.7502 | 32.000 | 1.000 | 42.000 |
| HMKMR | 16.6037 | 1.2139 | 17.0882 | 33.000 | 2.000 | 43.000 |
| .900 | GFA | 1.7785 | 1.7785 | 1.7785 | 1.000 | 39.000 | 3.000 |
| AMKMD | 10.2614 | 2.4619 | 7.1452 | 4.000 | 44.500 | 24.000 |
| MAK | 101.8107 | 1.2792 | 2.0700 | 68.000 | 26.500 | 5.000 |
| MAKMN | 11.9539 | 2.9424 | 1.7108 | 7.000 | 60.500 | 1.500 |
| MAKMA | 110.4204 | 1.2792 | 1.7108 | 69.000 | 26.500 | 1.500 |
| MAKMR | 99.5709 | 1.2268 | 1.9121 | 67.000 | 17.500 | 4.000 |
| MAKHM | 11.4393 | 2.6872 | 3.2927 | 5.000 | 52.500 | 16.000 |
| MRKMD | 8.2052 | 2.4619 | 5.3361 | 2.000 | 44.500 | 21.000 |
| MRKLHM | 9.6441 | 2.6872 | 6.8289 | 3.000 | 52.500 | 23.000 |
| HMKMD | 38.5686 | 1.0881 | 39.2703 | 33.000 | 1.000 | 47.000 |
| .950 | GFA | 1.9857 | 1.9857 | 1.9857 | 1.000 | 31.000 | 3.000 |
| AMKMD | 20.2326 | 4.2536 | 11.7141 | 4.000 | 44.500 | 26.000 |
| AMKHM | 22.2127 | 4.6929 | 15.4643 | 5.000 | 52.500 | 28.000 |
| MAK | 254.1667 | 1.2689 | 2.1859 | 70.000 | 24.500 | 5.000 |
| MAKMN | 24.4241 | 4.9640 | 1.8400 | 6.000 | 60.500 | 1.500 |
| MAKMA | 262.6832 | 1.2689 | 1.8400 | 71.000 | 24.500 | 1.500 |
| MAKMR | 250.0498 | 1.1922 | 2.0497 | 69.000 | 14.500 | 4.000 |
| MRKMD | 15.9055 | 4.2536 | 8.1235 | 2.000 | 44.500 | 21.000 |
| MRKLHM | 18.0508 | 4.6929 | 11.3510 | 3.000 | 52.500 | 24.000 |
| HMKGM | 70.4640 | .9368 | 72.5355 | 29.000 | 1.000 | 47.000 |
| .990 | ASIMOTA | 2.8990 | 2.8990 | 2.8990 | 2.000 | 30.000 | 7.000 |
| GFA | 2.3264 | 2.3264 | 2.3264 | 1.000 | 29.000 | 6.000 |
| FAPR | 19.9084 | 19.9084 | 19.9084 | 3.000 | 58.000 | 18.000 |
| GKAM | 692.5384 | .8950 | 692.3233 | 42.000 | 4.500 | 56.000 |
| AMK | 1401.7537 | .8950 | 5.5933 | 62.000 | 4.500 | 15.000 |
| AMKAM | 1317.1705 | .8950 | 6.8967 | 60.000 | 4.500 | 16.000 |
| MNKAM | 782.2491 | .8950 | 794.9806 | 52.000 | 4.500 | 64.000 |
| MAK | 1564.2858 | 1.2616 | 1.8007 | 70.000 | 23.500 | 4.000 |
| MAKAM | 1525.8296 | .8950 | 2.1171 | 68.000 | 4.500 | 5.000 |
| MAKMN | 129.9519 | 20.7804 | 1.6647 | 8.000 | 62.500 | 1.500 |
| MAKMA | 1569.1208 | 1.2616 | 1.6647 | 71.000 | 23.500 | 1.500 |
| MAKMR | 1554.3454 | 1.1653 | 1.7902 | 69.000 | 13.500 | 3.000 |
| MRKAM | 1431.1874 | .8950 | 4.1510 | 63.000 | 4.500 | 12.000 |
| MRKMD | 87.3085 | 17.2130 | 31.3791 | 4.000 | 45.500 | 25.000 |
| MRKLHM | 90.1304 | 19.4663 | 48.6852 | 5.000 | 53.500 | 29.000 |
| MDKAM | 671.2837 | .8950 | 77.6019 | 38.000 | 4.500 | 34.000 |
| GMKAM | 470.5319 | .8950 | 31.5650 | 34.000 | 4.500 | 26.000 |
| .999 | ASIMOTA | .7490 | .7490 | .7490 | 1.000 | 1.000 | 1.000 |
| GFA | 2.5600 | 2.5600 | 2.5600 | 2.000 | 29.000 | 12.000 |
| FAPR | 5.7000 | 5.7000 | 5.7000 | 3.000 | 31.000 | 17.000 |
| FASR | 71.7000 | 71.7000 | 71.7000 | 5.000 | 43.000 | 19.000 |
| FAMR | 17.2000 | 17.2000 | 17.2000 | 4.000 | 32.000 | 18.000 |
| MAK | 16600.0000 | 1.2600 | 1.1300 | 68.500 | 24.000 | 4.000 |
| MAKMN | 1360.0000 | 201.0000 | 1.1100 | 10.000 | 64.500 | 2.500 |
| MAKMA | 16600.0000 | 1.2600 | 1.1100 | 68.500 | 24.000 | 2.500 |
| MAKMR | 16600.0000 | 1.1600 | 1.1400 | 68.500 | 14.500 | 5.000 |

APPENDIX 11: MSE of the Ridge Parameters when P=4, n=30 and v=1

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  | Estimators | kl | Mkl1 | Mkl2 | Rkl | Rmkl1 | Rmkl2 |
| .800 | GHK | .2114 | .2114 | .2114 | 45.500 | 2.000 | 47.500 |
| GFA | .1845 | .1845 | .1845 | 28.000 | 1.000 | 29.000 |
| AMK | .1361 | 1.0435 | .1329 | 5.000 | 45.500 | 4.000 |
| AMKMD | .1333 | .7153 | .1320 | 4.000 | 28.500 | 3.000 |
| AMKGM | .1367 | .7702 | .1345 | 6.000 | 36.500 | 5.000 |
| AMKHM | .1281 | .5385 | .1275 | 3.000 | 20.500 | 2.000 |
| MAKMN | .1166 | .2406 | .5073 | 1.000 | 6.500 | 71.500 |
| MRKLHM | .1251 | .5385 | .1249 | 2.000 | 20.500 | 1.000 |
| .900 | GKMN | .3609 | .1304 | .3555 | 54.000 | 4.500 | 56.000 |
| AMKMN | .2250 | .1304 | .2026 | 27.000 | 4.500 | 27.000 |
| AMKMD | .1498 | .3539 | .1401 | 4.000 | 22.500 | 9.000 |
| AMKGM | .1529 | .4699 | .1367 | 5.000 | 34.500 | 7.000 |
| MNK | .4244 | .1304 | .4260 | 62.000 | 4.500 | 66.000 |
| MNKMN | .4410 | .1304 | .4402 | 66.000 | 4.500 | 69.000 |
| MAKMN | .1408 | .1304 | .4232 | 1.000 | 4.500 | 63.500 |
| MAKMD | .2018 | .3539 | .1276 | 18.000 | 22.500 | 2.000 |
| MAKHM | .1622 | .2597 | .1186 | 9.000 | 13.500 | 1.000 |
| MRKMN | .2084 | .1304 | .2725 | 20.000 | 4.500 | 38.000 |
| MRKMD | .1465 | .3539 | .1288 | 3.000 | 22.500 | 3.000 |
| MRKGM | .1621 | .4699 | .1298 | 8.000 | 34.500 | 4.000 |
| MRKLHM | .1433 | .2597 | .1330 | 2.000 | 13.500 | 5.000 |
| MDKMN | .2504 | .1304 | .2398 | 31.000 | 4.500 | 34.000 |
| GMKMN | .2740 | .1304 | .2591 | 38.000 | 4.500 | 36.000 |
| .950 | GKMN | .6486 | .1008 | .6375 | 56.000 | 4.500 | 60.000 |
| AMKMN | .3718 | .1008 | .3300 | 31.000 | 4.500 | 36.000 |
| AMKMD | .2135 | .1772 | .1956 | 4.000 | 20.500 | 13.000 |
| AMKGM | .2146 | .2689 | .1749 | 5.000 | 29.500 | 9.000 |
| MNK | .7053 | .1008 | .7074 | 66.000 | 4.500 | 68.000 |
| MNKMN | .7424 | .1008 | .7393 | 68.000 | 4.500 | 70.000 |
| MAK | .2836 | 1.2507 | .1420 | 16.000 | 67.500 | 4.000 |
| MAKMN | .2154 | .1008 | .3537 | 6.000 | 4.500 | 38.500 |
| MAKMD | .2542 | .1772 | .1282 | 14.000 | 20.500 | 1.000 |
| MAKGM | .3576 | .2689 | .1313 | 29.000 | 29.500 | 3.000 |
| MAKHM | .2079 | .1457 | .1311 | 3.000 | 12.500 | 2.000 |
| MRKMN | .3461 | .1008 | .2548 | 27.000 | 4.500 | 23.000 |
| MRKMD | .1991 | .1772 | .1682 | 1.000 | 20.500 | 6.000 |
| MRKGM | .2323 | .2689 | .1555 | 9.000 | 29.500 | 5.000 |
| MRKLHM | .2050 | .1457 | .1844 | 2.000 | 12.500 | 11.000 |
| MDKMN | .4089 | .1008 | .3889 | 35.000 | 4.500 | 40.000 |
| GMKMN | .4435 | .1008 | .4147 | 40.000 | 4.500 | 44.000 |
| .990 | ASIMOTA | .1860 | .1860 | .1860 | 1.000 | 36.000 | 1.000 |
| GFA | .5944 | .5944 | .5944 | 3.000 | 38.000 | 31.000 |
| GKGM | 2.4461 | .1164 | 2.4732 | 53.000 | 4.500 | 57.000 |
| AMKGM | .7590 | .1164 | .3888 | 16.000 | 4.500 | 18.000 |
| MNKGM | 2.7733 | .1164 | 2.8195 | 62.000 | 4.500 | 65.000 |
| MAK | .8548 | 1.2509 | .2477 | 21.000 | 64.500 | 5.000 |
| MAKAM | 2.8935 | .8631 | .2043 | 64.000 | 44.500 | 2.000 |
| MAKMR | 3.0124 | 1.1582 | .2391 | 67.000 | 54.500 | 4.000 |
| MAKGM | 1.5391 | .1164 | .2085 | 40.000 | 4.500 | 3.000 |
| MAKHM | .6052 | .1411 | .2965 | 4.000 | 31.500 | 10.000 |
| MRK | .5915 | 1.1582 | .4748 | 2.000 | 54.500 | 22.000 |
| MRKMD | .6092 | .1354 | .4921 | 5.000 | 23.500 | 23.000 |
| MRKGM | .9074 | .1164 | .3541 | 24.000 | 4.500 | 17.000 |
| MDKGM | .7485 | .1164 | .5575 | 15.000 | 4.500 | 29.000 |
| GMK | .8476 | .1164 | .8390 | 20.000 | 4.500 | 39.000 |
| GMKGM | .7015 | .1164 | .6486 | 10.000 | 4.500 | 33.000 |
| .999 | ASIMOTA | .1384 | .1384 | .1384 | 2.000 | 3.000 | 2.000 |
| GFA | .9645 | .9645 | .9645 | 5.000 | 49.000 | 24.000 |
| FAPR | .3213 | .3213 | .3213 | 4.000 | 15.000 | 4.000 |
| FASR | .1776 | .1776 | .1776 | 3.000 | 12.000 | 3.000 |
| FAMR | .1333 | .1333 | .1333 | 1.000 | 2.000 | 1.000 |
| MAKAM | 41.8677 | .8533 | .4271 | 69.000 | 44.500 | 5.000 |
| HMKGM | 11.5180 | .0843 | 11.6670 | 25.000 | 1.000 | 48.000 |

APPENDIX 12: MSE of the Ridge Parameters when P=4, n=30 and v=9

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  | Estimators | kl | Mkl1 | Mkl2 | Rkl | Rmkl1 | Rmkl2 |
| .800 | GKMN | 1.7934 | .3092 | 1.7644 | 62.000 | 4.500 | 61.000 |
| AMKMN | .9217 | .3092 | .8158 | 34.000 | 4.500 | 39.000 |
| AMKMD | .5383 | .7442 | .4743 | 5.000 | 21.500 | 15.000 |
| AMKGM | .5380 | .7963 | .4622 | 4.000 | 29.500 | 13.000 |
| MNK | 1.8657 | .3092 | 1.8607 | 65.000 | 4.500 | 65.000 |
| MNKMN | 1.9426 | .3092 | 1.9283 | 67.000 | 4.500 | 67.000 |
| MAK | .8247 | 1.2542 | .3837 | 31.000 | 60.500 | 4.000 |
| MAKMN | .5893 | .3092 | .6328 | 9.000 | 4.500 | 31.500 |
| MAKMD | .6895 | .7442 | .3573 | 24.000 | 21.500 | 2.000 |
| MAKGM | .7458 | .7963 | .3636 | 29.000 | 29.500 | 3.000 |
| MAKHM | .5423 | .5775 | .3526 | 6.000 | 13.500 | 1.000 |
| MRKAM | .6804 | 1.0580 | .4125 | 22.000 | 38.500 | 5.000 |
| MRKMN | .9255 | .3092 | .5133 | 35.000 | 4.500 | 20.000 |
| MRKMD | .5183 | .7442 | .4315 | 1.000 | 21.500 | 10.000 |
| MRKGM | .5284 | .7963 | .4228 | 2.000 | 29.500 | 6.000 |
| MRKLHM | .5359 | .5775 | .4808 | 3.000 | 13.500 | 16.000 |
| MDKMN | .9377 | .3092 | .8791 | 37.000 | 4.500 | 40.000 |
| GMKMN | 1.0795 | .3092 | .9951 | 44.000 | 4.500 | 44.000 |
| .900 | GFA | .6519 | .6519 | .6519 | 1.000 | 34.000 | 28.000 |
| GKMN | 3.0752 | .2381 | 3.0191 | 64.000 | 4.500 | 64.000 |
| AMKMN | 1.4322 | .2381 | 1.2389 | 36.000 | 4.500 | 39.000 |
| AMKMD | .7403 | .4183 | .6099 | 3.000 | 20.500 | 21.000 |
| MNK | 3.1886 | .2381 | 3.1706 | 67.000 | 4.500 | 67.000 |
| MNKMN | 3.3116 | .2381 | 3.2815 | 68.000 | 4.500 | 68.000 |
| MAK | 1.2943 | 1.2531 | .3644 | 29.000 | 60.500 | 3.000 |
| MAKAM | 2.1786 | .9680 | .3795 | 46.000 | 39.500 | 4.000 |
| MAKMN | .8865 | .2381 | .5486 | 16.000 | 4.500 | 18.500 |
| MAKMD | .9498 | .4183 | .3497 | 21.000 | 20.500 | 2.000 |
| MAKGM | 1.2115 | .5178 | .3373 | 28.000 | 29.500 | 1.000 |
| MAKHM | .7434 | .3401 | .3853 | 4.000 | 12.500 | 5.000 |
| MRKMN | 1.4942 | .2381 | .5028 | 37.000 | 4.500 | 14.000 |
| MRKMD | .7041 | .4183 | .5465 | 2.000 | 20.500 | 17.000 |
| MRKLHM | .7523 | .3401 | .6473 | 5.000 | 12.500 | 27.000 |
| MDKMN | 1.4050 | .2381 | 1.2869 | 34.000 | 4.500 | 40.000 |
| GMKMN | 1.7066 | .2381 | 1.5439 | 42.000 | 4.500 | 45.000 |
| .950 | GFA | .7691 | .7691 | .7691 | 1.000 | 36.000 | 23.000 |
| GKMN | 5.6802 | .2636 | 5.5726 | 65.000 | 4.500 | 65.000 |
| AMKMN | 2.4302 | .2636 | 2.0425 | 32.000 | 4.500 | 39.000 |
| AMKMD | 1.1493 | .3027 | .8635 | 3.000 | 20.500 | 27.000 |
| MNK | 5.8963 | .2636 | 5.8577 | 67.000 | 4.500 | 68.000 |
| MNKMN | 6.1141 | .2636 | 6.0534 | 69.000 | 4.500 | 69.000 |
| MAK | 2.9937 | 1.2525 | .3694 | 40.000 | 60.500 | 3.000 |
| MAKAM | 4.8623 | .9140 | .3585 | 53.000 | 41.500 | 2.000 |
| MAKMN | 1.4564 | .2636 | .4872 | 14.000 | 4.500 | 9.500 |
| MAKMR | 5.5431 | 1.1652 | .4112 | 63.000 | 50.500 | 5.000 |
| MAKMD | 1.5388 | .3027 | .4086 | 18.000 | 20.500 | 4.000 |
| MAKGM | 2.3999 | .3520 | .3571 | 31.000 | 29.500 | 1.000 |
| MAKHM | 1.1734 | .2904 | .4783 | 5.000 | 12.500 | 8.000 |
| MRKMN | 2.6149 | .2636 | .5008 | 35.000 | 4.500 | 13.000 |
| MRKMD | 1.0587 | .3027 | .7618 | 2.000 | 20.500 | 22.000 |
| MRKLHM | 1.1597 | .2904 | .9486 | 4.000 | 12.500 | 30.000 |
| MDKMN | 2.3243 | .2636 | 2.0662 | 26.000 | 4.500 | 40.000 |
| GMKMN | 2.9627 | .2636 | 2.6275 | 39.000 | 4.500 | 45.000 |
| .990 | ASIMOTA | 1.4342 | 1.4342 | 1.4342 | 2.000 | 65.000 | 21.000 |
| GFA | 1.0259 | 1.0259 | 1.0259 | 1.000 | 45.000 | 19.000 |
| FAPR | 3.9783 | 3.9783 | 3.9783 | 5.000 | 67.000 | 36.000 |
| MAK | 33.1222 | 1.2519 | .5658 | 68.000 | 60.500 | 5.000 |
| MAKAM | 35.9518 | .8656 | .5020 | 69.000 | 40.500 | 1.000 |
| MAKMN | 5.4995 | .6703 | .5449 | 11.000 | 24.500 | 3.500 |
| MAKMA | 37.8099 | 1.2519 | .5449 | 71.000 | 60.500 | 3.500 |
| MAKMR | 37.1416 | 1.1591 | .5155 | 70.000 | 50.500 | 2.000 |
| MRKMD | 3.5136 | .6345 | 1.7216 | 3.000 | 16.500 | 22.000 |
| MRKLHM | 3.8250 | .6932 | 2.4755 | 4.000 | 32.500 | 30.000 |
| HMKMD | 12.1142 | .2637 | 12.3230 | 32.000 | 1.000 | 49.000 |
| HMKGM | 10.8417 | .3344 | 11.0746 | 28.000 | 3.000 | 47.000 |
| HMKHM | 12.8651 | .3001 | 12.9439 | 34.500 | 2.000 | 51.000 |
| .999 | ASIMOTA | .1876 | .1876 | .1876 | 1.000 | 1.000 | 1.000 |
| GFA | 1.2425 | 1.2425 | 1.2425 | 2.000 | 30.000 | 12.000 |
| FAPR | 1.5473 | 1.5473 | 1.5473 | 3.000 | 40.000 | 13.000 |
| FASR | 2.6987 | 2.6987 | 2.6987 | 5.000 | 43.000 | 19.000 |
| FAMR | 2.0039 | 2.0039 | 2.0039 | 4.000 | 42.000 | 17.000 |
| MAKAM | 477.3075 | .8541 | .4153 | 68.000 | 6.500 | 5.000 |
| MAKMN | 48.5562 | 5.2797 | .4126 | 10.000 | 56.500 | 3.500 |
| MAKMA | 479.8913 | 1.2517 | .4126 | 71.000 | 35.500 | 3.500 |
| MAKMR | 479.0183 | 1.1576 | .4084 | 70.000 | 24.500 | 2.000 |
| HMKGM | 102.8317 | .2017 | 103.5541 | 26.000 | 2.000 | 48.000 |

APPENDIX 13: MSE of the Ridge Parameters when P=4, n=30 and v=25

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  | Estimators | kl | Mkl1 | Mkl2 | Rkl | Rmkl1 | Rmkl2 |
| .800 | GFA | .8552 | .8552 | .8552 | 1.000 | 33.000 | 19.000 |
| GKMN | 4.9114 | .4464 | 4.8239 | 64.000 | 4.500 | 63.000 |
| AMKMN | 2.2616 | .4464 | 1.9342 | 35.000 | 4.500 | 39.000 |
| AMKMD | 1.2202 | .8019 | .9386 | 5.000 | 20.500 | 22.000 |
| MNK | 5.0876 | .4464 | 5.0580 | 66.000 | 4.500 | 66.000 |
| MNKMN | 5.2783 | .4464 | 5.2296 | 68.000 | 4.500 | 67.000 |
| MAK | 2.8597 | 1.2640 | .6236 | 45.000 | 60.500 | 4.000 |
| MAKAM | 2.7555 | 1.0869 | .6011 | 44.000 | 38.500 | 3.000 |
| MAKMN | 1.4340 | .4464 | .7648 | 12.000 | 4.500 | 13.500 |
| MAKMD | 1.6392 | .8019 | .5813 | 24.000 | 20.500 | 2.000 |
| MAKGM | 1.7910 | .8485 | .5763 | 27.000 | 28.500 | 1.000 |
| MAKHM | 1.2439 | .6557 | .6315 | 7.000 | 12.500 | 5.000 |
| MRKMN | 2.3759 | .4464 | .7358 | 37.000 | 4.500 | 12.000 |
| MRKMD | 1.1408 | .8019 | .8391 | 2.000 | 20.500 | 18.000 |
| MRKGM | 1.1667 | .8485 | .8042 | 3.000 | 28.500 | 16.000 |
| MRKLHM | 1.2053 | .6557 | 1.0094 | 4.000 | 12.500 | 25.000 |
| MDKMN | 2.2127 | .4464 | 2.0036 | 32.000 | 4.500 | 40.000 |
| GMKMN | 2.7013 | .4464 | 2.4238 | 43.000 | 4.500 | 44.000 |
| .900 | GFA | .9505 | .9505 | .9505 | 1.000 | 35.000 | 18.000 |
| GKMN | 8.4938 | .4534 | 8.3329 | 64.000 | 4.500 | 64.000 |
| AMKMN | 3.6008 | .4534 | 2.9934 | 30.000 | 4.500 | 39.000 |
| AMKMD | 1.7803 | .5470 | 1.2246 | 4.000 | 20.500 | 25.000 |
| MNK | 8.8093 | .4534 | 8.7503 | 66.000 | 4.500 | 67.000 |
| MNKMN | 9.1275 | .4534 | 9.0370 | 67.000 | 4.500 | 68.000 |
| MAK | 6.1847 | 1.2588 | .6176 | 45.000 | 60.500 | 4.000 |
| MAKAM | 6.4438 | .9917 | .5706 | 46.000 | 39.500 | 1.000 |
| MAKMN | 2.1916 | .4534 | .6983 | 15.000 | 4.500 | 7.500 |
| MAKMR | 7.8942 | 1.1838 | .6151 | 60.000 | 50.500 | 3.000 |
| MAKMD | 2.5615 | .5470 | .6259 | 20.000 | 20.500 | 5.000 |
| MAKGM | 3.4036 | .6136 | .5815 | 25.000 | 29.500 | 2.000 |
| MRKMN | 3.8724 | .4534 | .7226 | 33.000 | 4.500 | 11.000 |
| MRKMD | 1.6197 | .5470 | 1.0684 | 2.000 | 20.500 | 21.000 |
| MRKGM | 1.8388 | .6136 | .9039 | 5.000 | 29.500 | 17.000 |
| MRKLHM | 1.7247 | .5007 | 1.3565 | 3.000 | 12.500 | 28.000 |
| MDKMN | 3.4581 | .4534 | 3.0507 | 26.000 | 4.500 | 40.000 |
| GMKMN | 4.4000 | .4534 | 3.8756 | 41.000 | 4.500 | 44.000 |
| .950 | GFA | 1.0613 | 1.0613 | 1.0613 | 1.000 | 45.000 | 19.000 |
| GKGM | 13.1041 | .5179 | 13.2685 | 49.000 | 4.500 | 55.000 |
| AMKMD | 2.8939 | .5533 | 1.7441 | 4.000 | 13.500 | 27.000 |
| AMKGM | 3.6465 | .5179 | 1.2631 | 12.000 | 4.500 | 20.000 |
| AMKHM | 2.9946 | .5794 | 2.2356 | 5.000 | 21.500 | 31.000 |
| MNKGM | 14.8057 | .5179 | 15.0160 | 58.000 | 4.500 | 63.000 |
| MAK | 15.3308 | 1.2563 | .6474 | 61.000 | 60.500 | 3.000 |
| MAKAM | 15.9092 | .9302 | .5976 | 64.000 | 40.500 | 1.000 |
| MAKMR | 18.1461 | 1.1715 | .6203 | 68.000 | 50.500 | 2.000 |
| MAKGM | 7.4757 | .5179 | .6666 | 31.000 | 4.500 | 4.000 |
| MRKMD | 2.5368 | .5533 | 1.4507 | 2.000 | 13.500 | 21.000 |
| MRKGM | 3.5552 | .5179 | 1.0248 | 9.000 | 4.500 | 17.000 |
| MRKLHM | 2.7060 | .5794 | 1.9502 | 3.000 | 21.500 | 29.000 |
| MDKGM | 4.3105 | .5179 | 2.1132 | 17.000 | 4.500 | 30.000 |
| GMK | 3.3452 | .5179 | 2.5098 | 8.000 | 4.500 | 32.000 |
| GMKGM | 3.2401 | .5179 | 2.6102 | 7.000 | 4.500 | 34.000 |
| .990 | ASIMOTA | 3.9044 | 3.9044 | 3.9044 | 2.000 | 66.000 | 24.000 |
| GFA | 1.2746 | 1.2746 | 1.2746 | 1.000 | 39.000 | 12.000 |
| FAPR | 9.2530 | 9.2530 | 9.2530 | 3.000 | 67.000 | 35.000 |
| MAK | 116.7216 | 1.2542 | .8701 | 69.000 | 34.500 | 5.000 |
| MAKAM | 115.3495 | .8706 | .8280 | 68.000 | 15.500 | 4.000 |
| MAKMN | 14.6047 | 1.7455 | .8036 | 10.000 | 52.500 | 2.500 |
| MAKMA | 121.3811 | 1.2542 | .8036 | 71.000 | 34.500 | 2.500 |
| MAKMR | 119.2593 | 1.1609 | .7936 | 70.000 | 24.500 | 1.000 |
| MRKMD | 9.5561 | 1.6322 | 3.6578 | 4.000 | 44.500 | 21.000 |
| MRKLHM | 9.8969 | 1.7969 | 5.5839 | 5.000 | 60.500 | 27.000 |
| HMKMD | 33.3800 | .5240 | 33.8900 | 29.000 | 2.000 | 48.000 |
| HMKGM | 29.8932 | .4076 | 30.4377 | 27.000 | 1.000 | 47.000 |
| HMKHM | 35.4611 | .6597 | 35.6141 | 32.500 | 3.000 | 49.000 |
| .999 | ASIMOTA | .2851 | .2851 | .2851 | 1.000 | 1.000 | 1.000 |
| GFA | 1.4269 | 1.4269 | 1.4269 | 2.000 | 30.000 | 12.000 |
| FAPR | 3.3661 | 3.3661 | 3.3661 | 3.000 | 40.000 | 17.000 |
| FASR | 15.0139 | 15.0139 | 15.0139 | 5.000 | 60.000 | 21.000 |
| FAMR | 8.5889 | 8.5889 | 8.5889 | 4.000 | 42.000 | 18.000 |
| MAKAM | 1360.2493 | .8556 | .5054 | 68.000 | 6.500 | 3.000 |
| MAKMN | 134.0344 | 14.5506 | .5078 | 10.000 | 55.500 | 4.500 |
| MAKMA | 1367.6369 | 1.2536 | .5078 | 71.000 | 25.500 | 4.500 |
| MAKMR | 1365.1515 | 1.1584 | .4985 | 69.000 | 15.500 | 2.000 |
| HMKGM | 285.4804 | .4364 | 287.3061 | 26.000 | 2.000 | 48.000 |

APPENDIX 14: MSE of the Ridge Parameters when P=4, n=30 and v=49

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  | Estimators | kl | Mkl1 | Mkl2 | Rkl | Rmkl1 | Rmkl2 |
| .800 | GFA | 1.1095 | 1.1095 | 1.1095 | 1.000 | 34.000 | 15.000 |
| GKMN | 9.5786 | .6523 | 9.3964 | 64.000 | 4.500 | 63.000 |
| AMKMN | 4.2259 | .6523 | 3.5417 | 32.000 | 4.500 | 39.000 |
| AMKMD | 2.2143 | .8886 | 1.5455 | 5.000 | 20.500 | 22.000 |
| MNK | 9.9328 | .6523 | 9.8665 | 67.000 | 4.500 | 67.000 |
| MNKMN | 10.2941 | .6523 | 10.1936 | 68.000 | 4.500 | 68.000 |
| MAK | 6.6771 | 1.2786 | .8889 | 47.000 | 59.500 | 5.000 |
| MAKAM | 5.4013 | 1.1302 | .8155 | 44.000 | 39.500 | 1.000 |
| MAKMN | 2.6490 | .6523 | .9172 | 14.000 | 4.500 | 6.500 |
| MAKMR | 6.8906 | 1.2344 | .8411 | 48.000 | 49.500 | 2.000 |
| MAKMD | 3.1178 | .8886 | .8672 | 23.000 | 20.500 | 4.000 |
| MAKGM | 3.4304 | .9268 | .8468 | 26.000 | 28.500 | 3.000 |
| MRKMN | 4.4951 | .6523 | .9932 | 37.000 | 4.500 | 11.000 |
| MRKMD | 2.0259 | .8886 | 1.3551 | 2.000 | 20.500 | 19.000 |
| MRKGM | 2.0851 | .9268 | 1.2821 | 3.000 | 28.500 | 18.000 |
| MRKLHM | 2.1405 | .7729 | 1.7045 | 4.000 | 12.500 | 26.000 |
| MDKMN | 4.0989 | .6523 | 3.6454 | 30.000 | 4.500 | 40.000 |
| GMKMN | 5.1058 | .6523 | 4.5200 | 43.000 | 4.500 | 44.000 |
| .900 | GFA | 1.2081 | 1.2081 | 1.2081 | 1.000 | 55.000 | 15.000 |
| GKMD | 14.2303 | .7399 | 14.3643 | 51.000 | 4.500 | 55.000 |
| AMKMD | 3.3348 | .7399 | 2.0413 | 4.000 | 4.500 | 24.000 |
| AMKHM | 3.4166 | .7415 | 2.5946 | 5.000 | 12.500 | 30.000 |
| MNKMD | 15.9620 | .7399 | 16.1367 | 61.000 | 4.500 | 63.000 |
| MAK | 15.4425 | 1.2673 | .9047 | 59.000 | 60.500 | 5.000 |
| MAKAM | 13.5768 | 1.0272 | .8361 | 49.000 | 38.500 | 1.000 |
| MAKMN | 4.0855 | .7762 | .8830 | 14.000 | 29.500 | 3.500 |
| MAKMA | 19.4672 | 1.2673 | .8830 | 68.000 | 60.500 | 3.500 |
| MAKMR | 16.6842 | 1.2005 | .8372 | 64.000 | 49.500 | 2.000 |
| MAKMD | 5.1544 | .7399 | 1.0009 | 20.000 | 4.500 | 9.000 |
| MRKMD | 2.9750 | .7399 | 1.7326 | 2.000 | 4.500 | 21.000 |
| MRKLHM | 3.1094 | .7415 | 2.2884 | 3.000 | 12.500 | 28.000 |
| MDK | 4.8887 | .7399 | 3.1865 | 19.000 | 4.500 | 35.000 |
| MDKMD | 4.1424 | .7399 | 2.8788 | 15.000 | 4.500 | 32.000 |
| GMKMD | 3.9990 | .7399 | 3.6222 | 11.000 | 4.500 | 37.000 |
| .950 | GFA | 1.3162 | 1.3162 | 1.3162 | 1.000 | 64.000 | 15.000 |
| AMKMD | 5.5296 | .9292 | 2.9590 | 4.000 | 15.500 | 24.000 |
| AMKHM | 5.6091 | 1.0129 | 3.9164 | 5.000 | 32.500 | 30.000 |
| MAK | 36.9701 | 1.2619 | .9666 | 67.000 | 59.500 | 5.000 |
| MAKAM | 34.1077 | .9545 | .9231 | 66.000 | 24.500 | 4.000 |
| MAKMN | 6.8759 | 1.0766 | .8991 | 10.000 | 40.500 | 2.500 |
| MAKMA | 42.3169 | 1.2619 | .8991 | 69.000 | 59.500 | 2.500 |
| MAKMR | 38.9803 | 1.1808 | .8801 | 68.000 | 49.500 | 1.000 |
| MRKMD | 4.7830 | .9292 | 2.3644 | 2.000 | 15.500 | 21.000 |
| MRKLHM | 4.9654 | 1.0129 | 3.3077 | 3.000 | 32.500 | 29.000 |
| HMKMD | 14.1146 | .7635 | 14.3483 | 29.000 | 2.000 | 46.000 |
| HMKHM | 15.0632 | .7052 | 15.1427 | 30.500 | 1.000 | 47.000 |
| .990 | ASIMOTA | 7.6081 | 7.6081 | 7.6081 | 2.000 | 66.000 | 25.000 |
| GFA | 1.5120 | 1.5120 | 1.5120 | 1.000 | 39.000 | 8.000 |
| FAPR | 16.1251 | 16.1251 | 16.1251 | 3.000 | 67.000 | 35.000 |
| MAK | 244.9087 | 1.2577 | 1.1442 | 69.000 | 26.500 | 4.000 |
| MAKAM | 237.3063 | .8780 | 1.1596 | 68.000 | 5.500 | 5.000 |
| MAKMN | 28.2335 | 3.3580 | 1.0406 | 9.000 | 52.500 | 1.500 |
| MAKMA | 249.7960 | 1.2577 | 1.0406 | 71.000 | 26.500 | 1.500 |
| MAKMR | 245.4269 | 1.1638 | 1.0577 | 70.000 | 15.500 | 3.000 |
| MRKMD | 18.7409 | 3.1286 | 6.5391 | 4.000 | 44.500 | 23.000 |
| MRKLHM | 19.0223 | 3.4521 | 10.1861 | 5.000 | 60.500 | 28.000 |
| HMKGM | 58.4746 | .5172 | 59.4777 | 27.000 | 1.000 | 47.000 |
| .999 | ASIMOTA | .4308 | .4308 | .4308 | 1.000 | 1.000 | 1.000 |
| GFA | 1.6449 | 1.6449 | 1.6449 | 2.000 | 30.000 | 12.000 |
| FAPR | 5.6550 | 5.6550 | 5.6550 | 3.000 | 39.000 | 17.000 |
| FASR | 50.2198 | 50.2198 | 50.2198 | 5.000 | 69.000 | 28.000 |
| FAMR | 22.5139 | 22.5139 | 22.5139 | 4.000 | 42.000 | 19.000 |
| MAKAM | 2685.6776 | .8577 | .6730 | 68.000 | 6.500 | 5.000 |
| MAKMN | 262.2420 | 28.4562 | .6671 | 10.000 | 55.500 | 3.500 |
| MAKMA | 2700.2526 | 1.2566 | .6671 | 71.000 | 25.500 | 3.500 |
| MAKMR | 2695.3570 | 1.1597 | .6572 | 69.000 | 15.500 | 2.000 |
| HMKGM | 559.4617 | .7882 | 562.9347 | 25.000 | 2.000 | 49.000 |

APPENDIX 15: MSE of the Ridge Parameters when P=4, n=30 and v=100

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  | Estimators | kl | Mkl1 | Mkl2 | Rkl | Rmkl1 | Rmkl2 |
| .800 | GFA | 1.4350 | 1.4350 | 1.4350 | 1.000 | 64.000 | 7.000 |
| GKHM | 17.2022 | 1.0222 | 17.2553 | 54.000 | 4.500 | 55.000 |
| AMKMD | 4.3105 | 1.0728 | 2.7849 | 5.000 | 12.500 | 22.000 |
| AMKHM | 4.4606 | 1.0222 | 3.5090 | 7.000 | 4.500 | 29.000 |
| MNKHM | 19.1734 | 1.0222 | 19.3033 | 64.000 | 4.500 | 65.000 |
| MAK | 15.2013 | 1.3094 | 1.3817 | 48.000 | 57.500 | 5.000 |
| MAKAM | 11.1571 | 1.2220 | 1.2493 | 44.000 | 39.500 | 4.000 |
| MAKMN | 5.2033 | 1.0900 | 1.2154 | 14.000 | 20.500 | 2.500 |
| MAKMA | 18.8005 | 1.3094 | 1.2154 | 62.000 | 57.500 | 2.500 |
| MAKMR | 14.2929 | 1.2948 | 1.2149 | 47.000 | 49.500 | 1.000 |
| MAKHM | 4.5523 | 1.0222 | 1.7304 | 8.000 | 4.500 | 13.000 |
| MRKMD | 3.8843 | 1.0728 | 2.3954 | 2.000 | 12.500 | 20.000 |
| MRKGM | 4.0214 | 1.0931 | 2.2424 | 3.000 | 28.500 | 18.000 |
| MRKLHM | 4.0909 | 1.0222 | 3.1235 | 4.000 | 4.500 | 26.000 |
| MDKHM | 5.2414 | 1.0222 | 4.3907 | 15.000 | 4.500 | 35.000 |
| GMKHM | 5.8994 | 1.0222 | 5.4805 | 20.000 | 4.500 | 38.000 |
| HMK | 10.0549 | 1.0222 | 10.1357 | 40.500 | 4.500 | 48.000 |
| .900 | GFA | 1.5589 | 1.5589 | 1.5589 | 1.000 | 64.000 | 8.000 |
| AMKMD | 6.6388 | 1.1500 | 3.7222 | 4.000 | 24.500 | 24.000 |
| AMKHM | 6.7033 | 1.2531 | 4.8525 | 5.000 | 42.500 | 30.000 |
| MAK | 36.1969 | 1.2853 | 1.4173 | 66.000 | 51.500 | 5.000 |
| MAKAM | 29.1827 | 1.1027 | 1.3746 | 51.000 | 14.500 | 4.000 |
| MAKMN | 8.0801 | 1.4620 | 1.2224 | 12.000 | 59.500 | 1.500 |
| MAKMA | 41.9265 | 1.2853 | 1.2224 | 68.000 | 51.500 | 1.500 |
| MAKMR | 35.9496 | 1.2359 | 1.2700 | 65.000 | 34.500 | 3.000 |
| MRKMD | 5.8619 | 1.1500 | 3.0883 | 2.000 | 24.500 | 21.000 |
| MRKLHM | 6.0235 | 1.2531 | 4.2041 | 3.000 | 42.500 | 28.000 |
| HMKHM | 16.8040 | 1.0590 | 16.8822 | 34.500 | 1.000 | 47.000 |
| .950 | GFA | 1.6839 | 1.6839 | 1.6839 | 1.000 | 40.000 | 8.000 |
| AMKMD | 11.1444 | 1.7276 | 5.4921 | 4.000 | 44.500 | 24.000 |
| AMKHM | 11.1581 | 1.9337 | 7.4400 | 5.000 | 52.500 | 31.000 |
| MAK | 84.5189 | 1.2739 | 1.5092 | 68.000 | 26.500 | 4.000 |
| MAKAM | 73.7245 | 1.0062 | 1.5733 | 65.000 | 7.500 | 5.000 |
| MAKMN | 13.7057 | 2.1128 | 1.2885 | 10.000 | 60.500 | 1.500 |
| MAKMA | 91.5930 | 1.2739 | 1.2885 | 69.000 | 26.500 | 1.500 |
| MAKMR | 84.3748 | 1.2006 | 1.3688 | 67.000 | 16.500 | 3.000 |
| MRKMD | 9.5965 | 1.7276 | 4.2633 | 2.000 | 44.500 | 21.000 |
| MRKLHM | 9.7536 | 1.9337 | 6.1333 | 3.000 | 52.500 | 28.000 |
| HMKMD | 28.6461 | .9043 | 29.0879 | 29.000 | 1.000 | 46.000 |
| HMKGM | 26.7270 | 1.0002 | 27.2754 | 28.000 | 3.000 | 45.000 |
| HMKHM | 30.5800 | .9432 | 30.7098 | 31.500 | 2.000 | 48.000 |
| .990 | ASIMOTA | 15.4773 | 15.4773 | 15.4773 | 2.000 | 66.000 | 25.000 |
| GFA | 1.9068 | 1.9068 | 1.9068 | 1.000 | 30.000 | 6.000 |
| FAPR | 29.0200 | 29.0200 | 29.0200 | 3.000 | 67.000 | 34.000 |
| MAK | 518.3198 | 1.2652 | 1.6055 | 70.000 | 24.500 | 4.000 |
| MAKAM | 497.8694 | .8936 | 1.7707 | 68.000 | 5.500 | 5.000 |
| MAKMN | 57.1821 | 6.7843 | 1.4364 | 9.000 | 52.500 | 1.500 |
| MAKMA | 524.1440 | 1.2652 | 1.4364 | 71.000 | 24.500 | 1.500 |
| MAKMR | 514.9848 | 1.1699 | 1.5194 | 69.000 | 14.500 | 3.000 |
| MRKMD | 38.3364 | 6.3081 | 12.6606 | 4.000 | 44.500 | 24.000 |
| MRKLHM | 38.4318 | 6.9692 | 19.9448 | 5.000 | 60.500 | 28.000 |
| HMKGM | 119.2142 | .7499 | 121.1868 | 26.000 | 1.000 | 47.000 |
| .999 | ASIMOTA | .7399 | .7399 | .7399 | 1.000 | 1.000 | 1.000 |
| GFA | 2.0655 | 2.0655 | 2.0655 | 2.000 | 30.000 | 12.000 |
| FAPR | 9.8399 | 9.8399 | 9.8399 | 3.000 | 31.000 | 17.000 |
| FASR | 155.1674 | 155.1674 | 155.1674 | 5.000 | 69.000 | 29.000 |
| FAMR | 62.3640 | 62.3640 | 62.3640 | 4.000 | 67.000 | 23.000 |
| MAK | 5530.2622 | 1.2632 | .9677 | 70.000 | 24.500 | 5.000 |
| MAKMN | 534.6806 | 58.0048 | .9450 | 10.000 | 54.500 | 2.500 |
| MAKMA | 5532.3212 | 1.2632 | .9450 | 71.000 | 24.500 | 2.500 |
| MAKMR | 5522.3293 | 1.1626 | .9531 | 69.000 | 14.500 | 4.000 |

APPENDIX 16: MSE of the Ridge Parameters when P=4, n=50 and v=1

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  | Estimators | kl | Mkl1 | Mkl2 | Rkl | Rmkl1 | Rmkl2 |
| .800 | HKMA | .1464 | .1464 | .1464 | 25.000 | 3.000 | 24.000 |
| ASIMOTA | .1524 | .1524 | .1524 | 30.000 | 4.000 | 31.000 |
| GFA | .1281 | .1281 | .1281 | 1.000 | 1.000 | 1.000 |
| FAPR | .1449 | .1449 | .1449 | 15.000 | 2.000 | 15.000 |
| FAMR | .1569 | .1569 | .1569 | 35.000 | 5.000 | 35.000 |
| GMKMN | .1391 | .7206 | .1397 | 2.000 | 12.500 | 2.000 |
| HMK | .1402 | .8795 | .1402 | 4.500 | 28.500 | 6.000 |
| HMKMD | .1402 | 1.1842 | .1402 | 3.000 | 61.000 | 4.000 |
| HMKGM | .1402 | 1.1932 | .1402 | 7.000 | 71.000 | 5.000 |
| HMKHM | .1402 | 1.1885 | .1402 | 4.500 | 62.000 | 3.000 |
| .900 | GHK | .2562 | .2562 | .2562 | 44.500 | 4.000 | 45.500 |
| HKMA | .2505 | .2505 | .2505 | 40.000 | 3.000 | 42.000 |
| ASIMOTA | .2581 | .2581 | .2581 | 46.000 | 5.000 | 47.000 |
| GFA | .1961 | .1961 | .1961 | 1.000 | 1.000 | 1.000 |
| FAPR | .2419 | .2419 | .2419 | 31.000 | 2.000 | 30.000 |
| AMKMN | .2056 | .5533 | .2082 | 3.000 | 12.500 | 2.000 |
| MRKMN | .2054 | .5533 | .3965 | 2.000 | 12.500 | 67.000 |
| GMK | .2125 | .7358 | .2120 | 4.000 | 36.500 | 3.000 |
| GMKMD | .2125 | .6191 | .2120 | 5.000 | 20.500 | 4.000 |
| GMKHM | .2126 | .6355 | .2121 | 6.000 | 28.500 | 5.000 |
| .950 | GHK | .4073 | .4073 | .4073 | 42.500 | 4.000 | 45.500 |
| HKMA | .4340 | .4340 | .4340 | 58.000 | 5.000 | 62.000 |
| ASIMOTA | .4056 | .4056 | .4056 | 41.000 | 3.000 | 44.000 |
| GFA | .2899 | .2899 | .2899 | 2.000 | 1.000 | 1.000 |
| FAPR | .3894 | .3894 | .3894 | 38.000 | 2.000 | 40.000 |
| AMK | .2964 | .9555 | .2940 | 6.000 | 47.500 | 5.000 |
| AMKMN | .3002 | .5020 | .2939 | 8.000 | 11.500 | 4.000 |
| AMKMD | .2938 | .5246 | .2923 | 3.000 | 19.500 | 2.000 |
| AMKHM | .2950 | .5295 | .2937 | 5.000 | 27.500 | 3.000 |
| MRKMN | .2874 | .5020 | .4380 | 1.000 | 11.500 | 65.000 |
| MRKMD | .2943 | .5246 | .2975 | 4.000 | 19.500 | 6.000 |
| .990 | ASIMOTA | .4887 | .4887 | .4887 | 1.000 | 12.000 | 6.000 |
| MAK | .4961 | 1.1675 | .4190 | 2.000 | 64.500 | 1.000 |
| MAKAM | 2.0493 | .9128 | .4740 | 69.000 | 43.500 | 5.000 |
| MAKMN | .5063 | .5136 | .5190 | 4.000 | 24.500 | 9.500 |
| MAKMD | .5030 | .5176 | .4522 | 3.000 | 32.500 | 2.000 |
| MAKGM | 1.0953 | .4578 | .4737 | 42.000 | 6.500 | 4.000 |
| MAKHM | .5306 | .5133 | .4531 | 5.000 | 16.500 | 3.000 |
| HMKMD | 1.0563 | .4536 | 1.0575 | 41.000 | 2.000 | 51.000 |
| HMKHM | 1.0341 | .4536 | 1.0404 | 38.500 | 1.000 | 50.000 |
| .999 | ASIMOTA | .3858 | .3858 | .3858 | 1.000 | 1.000 | 1.000 |
| FAPR | .6240 | .6240 | .6240 | 4.000 | 16.000 | 6.000 |
| FASR | .5727 | .5727 | .5727 | 3.000 | 14.000 | 5.000 |
| FAMR | .4983 | .4983 | .4983 | 2.000 | 12.000 | 4.000 |
| MAKMD | .8460 | .9011 | .4943 | 5.000 | 37.500 | 2.000 |
| MAKHM | 1.0920 | .8785 | .4976 | 7.000 | 29.500 | 3.000 |
| HMKGM | 6.1757 | .3992 | 6.4759 | 33.000 | 2.000 | 49.000 |

APPENDIX 17: MSE of the Ridge Parameters when P=4, n=50 and v=9

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  | Estimators | kl | Mkl1 | Mkl2 | Rkl | Rmkl1 | Rmkl2 |
| .800 | GFA | .4467 | .4467 | .4467 | 1.000 | 1.000 | 1.000 |
| MAKMN | .4546 | .7469 | .7472 | 2.000 | 5.500 | 48.500 |
| MRK | .5126 | 1.1749 | .4887 | 9.000 | 51.500 | 5.000 |
| MRKMD | .4859 | .8776 | .4809 | 4.000 | 13.500 | 3.000 |
| MRKGM | .4926 | .9825 | .4880 | 5.000 | 31.500 | 4.000 |
| MRKLHM | .4836 | .9000 | .4807 | 3.000 | 22.500 | 2.000 |
| .900 | GFA | .5443 | .5443 | .5443 | 2.000 | 1.000 | 5.000 |
| MAK | .6945 | 1.1796 | .4997 | 16.000 | 60.500 | 2.000 |
| MAKMN | .5343 | .6074 | .7042 | 1.000 | 5.500 | 31.500 |
| MAKMD | .5468 | .6680 | .4984 | 3.000 | 13.500 | 1.000 |
| MAKGM | .7727 | .7654 | .5297 | 26.000 | 29.500 | 4.000 |
| MAKHM | .5711 | .6816 | .5020 | 4.000 | 21.500 | 3.000 |
| MRKGM | .5835 | .7654 | .5553 | 5.000 | 29.500 | 6.000 |
| .950 | GFA | .6584 | .6584 | .6584 | 3.000 | 34.000 | 16.000 |
| GKMN | 2.7793 | .5964 | 2.7569 | 59.000 | 4.500 | 58.000 |
| AMKMN | 1.2468 | .5964 | 1.1008 | 29.000 | 4.500 | 37.000 |
| MNK | 3.0120 | .5964 | 3.0099 | 66.000 | 4.500 | 67.000 |
| MNKMN | 3.0833 | .5964 | 3.0684 | 67.000 | 4.500 | 68.000 |
| MAK | 1.2594 | 1.1731 | .5233 | 30.000 | 60.500 | 1.000 |
| MAKAM | 2.5525 | .9604 | .5869 | 51.000 | 40.500 | 5.000 |
| MAKMN | .6713 | .5964 | .6693 | 4.000 | 4.500 | 17.500 |
| MAKMD | .6003 | .6181 | .5298 | 1.000 | 12.500 | 3.000 |
| MAKGM | 1.1200 | .6339 | .5454 | 23.000 | 28.500 | 4.000 |
| MAKHM | .6319 | .6187 | .5266 | 2.000 | 20.500 | 2.000 |
| MRKMN | 1.2468 | .5964 | .6518 | 28.000 | 4.500 | 15.000 |
| MRKGM | .7069 | .6339 | .6275 | 5.000 | 28.500 | 9.000 |
| MDKMN | 1.2861 | .5964 | 1.2111 | 32.000 | 4.500 | 40.000 |
| GMKMN | 1.5512 | .5964 | 1.4338 | 37.000 | 4.500 | 41.000 |
| .990 | GFA | .8820 | .8820 | .8820 | 2.000 | 29.000 | 20.000 |
| AMK | 5.4793 | .9142 | .7146 | 30.000 | 41.500 | 4.000 |
| AMKMA | 11.3648 | 1.1683 | .7387 | 48.000 | 60.500 | 5.000 |
| MAKMN | 1.3139 | .8703 | .7673 | 4.000 | 16.500 | 14.500 |
| MAKMD | .8753 | .8960 | .5519 | 1.000 | 33.500 | 2.000 |
| MAKHM | 1.0830 | .8762 | .5507 | 3.000 | 24.500 | 1.000 |
| MRKGM | 2.2099 | .5971 | .6386 | 10.000 | 7.500 | 3.000 |
| MRKLHM | 1.5854 | .8762 | 1.2328 | 5.000 | 24.500 | 21.000 |
| HMKMD | 7.3067 | .5589 | 7.3043 | 38.000 | 2.000 | 50.000 |
| HMKGM | 5.8357 | .5708 | 6.1254 | 31.000 | 3.000 | 47.000 |
| HMKHM | 7.0540 | .5444 | 7.1173 | 35.500 | 1.000 | 48.000 |
| .999 | ASIMOTA | .4387 | .4387 | .4387 | 1.000 | 1.000 | 1.000 |
| GFA | 1.0422 | 1.0422 | 1.0422 | 2.000 | 19.000 | 12.000 |
| FAPR | 2.0491 | 2.0491 | 2.0491 | 3.000 | 41.000 | 19.000 |
| FAMR | 4.5712 | 4.5712 | 4.5712 | 4.000 | 67.000 | 27.000 |
| MAKAM | 249.5822 | .9034 | .6170 | 69.000 | 6.500 | 5.000 |
| MAKMN | 7.2895 | 4.1091 | .6141 | 7.000 | 46.500 | 3.500 |
| MAKMA | 251.1422 | 1.1673 | .6141 | 71.000 | 34.500 | 3.500 |
| MAKMR | 250.6151 | 1.1049 | .6117 | 70.000 | 24.500 | 2.000 |
| MAKMD | 5.3430 | 4.3628 | 1.2180 | 5.000 | 62.500 | 13.000 |
| HMKGM | 52.8057 | .4669 | 55.4618 | 27.000 | 2.000 | 49.000 |

APPENDIX 18: MSE of the Ridge Parameters when P=4, n=50 and v=25

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  | Estimators | kl | Mkl1 | Mkl2 | Rkl | Rmkl1 | Rmkl2 |
| .800 | GFA | .6543 | .6543 | .6543 | 1.000 | 1.000 | 3.000 |
| MAK | 1.2624 | 1.2003 | .6787 | 37.000 | 58.500 | 5.000 |
| MAKMN | .7082 | .7992 | .8620 | 3.000 | 5.500 | 24.500 |
| MAKMD | .7028 | .9206 | .6415 | 2.000 | 13.500 | 1.000 |
| MAKGM | .8732 | 1.0142 | .6698 | 12.000 | 29.500 | 4.000 |
| MAKHM | .7269 | .9406 | .6453 | 4.000 | 21.500 | 2.000 |
| MRKGM | .7481 | 1.0142 | .7267 | 5.000 | 29.500 | 8.000 |
| .900 | GFA | .7465 | .7465 | .7465 | 1.000 | 9.000 | 6.000 |
| GKMN | 3.9510 | .7157 | 3.9189 | 60.000 | 4.500 | 58.000 |
| AMKMN | 1.6914 | .7157 | 1.4611 | 29.000 | 4.500 | 37.000 |
| MNK | 4.2833 | .7157 | 4.2802 | 65.000 | 4.500 | 66.000 |
| MNKMN | 4.3884 | .7157 | 4.3664 | 66.000 | 4.500 | 67.000 |
| MAK | 2.5017 | 1.1829 | .6888 | 44.000 | 60.500 | 4.000 |
| MAKAM | 2.7450 | 1.0279 | .7208 | 45.000 | 39.500 | 5.000 |
| MAKMN | .8593 | .7157 | .8110 | 5.000 | 4.500 | 16.500 |
| MAKMD | .7501 | .7656 | .6481 | 2.000 | 13.500 | 2.000 |
| MAKGM | 1.2532 | .8245 | .6636 | 14.000 | 29.500 | 3.000 |
| MAKHM | .7914 | .7736 | .6444 | 3.000 | 21.500 | 1.000 |
| MRKMN | 1.6915 | .7157 | .7979 | 30.000 | 4.500 | 14.000 |
| MRKGM | .8412 | .8245 | .7841 | 4.000 | 29.500 | 10.000 |
| MDKMN | 1.7561 | .7157 | 1.6369 | 33.000 | 4.500 | 40.000 |
| GMKMN | 2.1463 | .7157 | 1.9616 | 37.000 | 4.500 | 41.000 |
| .950 | GFA | .8520 | .8520 | .8520 | 2.000 | 36.000 | 18.000 |
| MAK | 6.5202 | 1.1754 | .7476 | 48.000 | 60.500 | 4.000 |
| MAKAM | 7.0043 | .9701 | .7516 | 52.000 | 40.500 | 5.000 |
| MAKMN | 1.1080 | .7852 | .8035 | 5.000 | 14.500 | 13.500 |
| MAKMD | .8452 | .8048 | .6615 | 1.000 | 31.500 | 2.000 |
| MAKGM | 2.4451 | .7368 | .7117 | 20.000 | 5.500 | 3.000 |
| MAKHM | .9354 | .7969 | .6529 | 3.000 | 22.500 | 1.000 |
| MRKGM | 1.0221 | .7368 | .7962 | 4.000 | 5.500 | 11.000 |
| HMKMN | 5.0170 | .7343 | 4.8394 | 42.000 | 1.000 | 49.000 |
| .990 | GFA | 1.0379 | 1.0379 | 1.0379 | 1.000 | 21.000 | 8.000 |
| MAKMN | 2.6560 | 1.5836 | .9194 | 4.000 | 44.500 | 4.500 |
| MAKMA | 61.2880 | 1.1699 | .9194 | 71.000 | 36.500 | 4.500 |
| MAKMR | 60.0070 | 1.1092 | .9165 | 70.000 | 26.500 | 3.000 |
| MAKMD | 1.8086 | 1.6520 | .7560 | 2.000 | 60.500 | 1.000 |
| MAKHM | 2.5773 | 1.6013 | .8106 | 3.000 | 52.500 | 2.000 |
| MRKLHM | 3.0932 | 1.6013 | 2.0192 | 5.000 | 52.500 | 21.000 |
| HMKMD | 19.7508 | .7692 | 19.7186 | 34.000 | 3.000 | 50.000 |
| HMKGM | 15.5968 | .6126 | 16.4023 | 30.000 | 1.000 | 47.000 |
| HMKHM | 19.0351 | .7256 | 19.1914 | 32.500 | 2.000 | 48.000 |
| .999 | ASIMOTA | .5440 | .5440 | .5440 | 1.000 | 1.000 | 1.000 |
| GFA | 1.1538 | 1.1538 | 1.1538 | 2.000 | 21.000 | 12.000 |
| FAPR | 4.1358 | 4.1358 | 4.1358 | 3.000 | 41.000 | 19.000 |
| FAMR | 18.6911 | 18.6911 | 18.6911 | 5.000 | 68.000 | 29.000 |
| MAKAM | 713.7591 | .9042 | .6543 | 68.000 | 6.500 | 5.000 |
| MAKMN | 19.1494 | 10.5801 | .6543 | 6.000 | 46.500 | 3.500 |
| MAKMA | 718.2106 | 1.1687 | .6543 | 71.000 | 26.500 | 3.500 |
| MAKMR | 716.7139 | 1.1056 | .6491 | 69.000 | 15.500 | 2.000 |
| MAKMD | 14.5896 | 11.2837 | 2.7662 | 4.000 | 62.500 | 17.000 |
| HMKGM | 146.0590 | .6021 | 153.4045 | 27.000 | 2.000 | 49.000 |

APPENDIX 19: MSE of the Ridge Parameters when P=4, n=50 and v=49

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  | Estimators | kl | Mkl1 | Mkl2 | Rkl | Rmkl1 | Rmkl2 |
| .800 | GFA | .8106 | .8106 | .8106 | 1.000 | 1.000 | 4.000 |
| MAKAM | 1.8589 | 1.1496 | .8548 | 32.000 | 39.500 | 5.000 |
| MAKMN | 1.0195 | .8776 | .9662 | 4.000 | 5.500 | 13.500 |
| MAKMD | .9117 | .9849 | .7984 | 2.000 | 13.500 | 2.000 |
| MAKGM | 1.1784 | 1.0618 | .8070 | 9.000 | 29.500 | 3.000 |
| MAKHM | .9440 | 1.0015 | .7959 | 3.000 | 21.500 | 1.000 |
| MRKGM | 1.0327 | 1.0618 | .9829 | 5.000 | 29.500 | 17.000 |
| .900 | GFA | .9037 | .9037 | .9037 | 1.000 | 9.000 | 7.000 |
| GKMN | 7.6033 | .8781 | 7.5335 | 60.000 | 4.500 | 58.000 |
| AMKMN | 2.9364 | .8781 | 2.4275 | 28.000 | 4.500 | 37.000 |
| MNK | 8.2658 | .8781 | 8.2584 | 65.000 | 4.500 | 66.000 |
| MNKMN | 8.4730 | .8781 | 8.4276 | 66.000 | 4.500 | 67.000 |
| MAK | 6.1630 | 1.1879 | .8806 | 47.000 | 60.500 | 4.000 |
| MAKAM | 5.1480 | 1.0504 | .8846 | 44.000 | 39.500 | 5.000 |
| MAKMN | 1.2680 | .8781 | .9280 | 5.000 | 4.500 | 8.500 |
| MAKMD | 1.0119 | .9118 | .8145 | 2.000 | 21.500 | 2.000 |
| MAKGM | 2.0371 | .9129 | .8313 | 15.000 | 29.500 | 3.000 |
| MAKHM | 1.0922 | .9114 | .8050 | 3.000 | 13.500 | 1.000 |
| MRKMN | 2.9533 | .8781 | .9636 | 29.000 | 4.500 | 13.000 |
| MRKGM | 1.1320 | .9129 | 1.0157 | 4.000 | 29.500 | 17.000 |
| MDKMN | 3.0662 | .8781 | 2.7989 | 30.000 | 4.500 | 40.000 |
| GMKMN | 3.8858 | .8781 | 3.4781 | 36.000 | 4.500 | 41.000 |
| .950 | GFA | 1.0075 | 1.0075 | 1.0075 | 1.000 | 21.000 | 13.000 |
| MAKMN | 1.6868 | 1.0683 | .9565 | 5.000 | 33.500 | 4.500 |
| MAKMA | 19.6516 | 1.1787 | .9565 | 68.000 | 60.500 | 4.500 |
| MAKMR | 17.6935 | 1.1311 | .9457 | 67.000 | 50.500 | 3.000 |
| MAKMD | 1.2158 | 1.0847 | .8306 | 2.000 | 41.500 | 2.000 |
| MAKHM | 1.4251 | 1.0642 | .8245 | 3.000 | 25.500 | 1.000 |
| MRKGM | 1.5108 | .8910 | .9863 | 4.000 | 7.500 | 11.000 |
| HMKMN | 9.5806 | .8525 | 9.2114 | 41.000 | 3.000 | 49.000 |
| HMKMD | 8.2130 | .8397 | 8.2124 | 38.000 | 1.000 | 48.000 |
| HMKHM | 7.9614 | .8504 | 8.0261 | 36.500 | 2.000 | 46.000 |
| .990 | GFA | 1.0075 | 1.0075 | 1.0075 | 1.000 | 21.000 | 13.000 |
| MAKMN | 1.6868 | 1.0683 | .9565 | 5.000 | 33.500 | 4.500 |
| MAKMA | 19.6516 | 1.1787 | .9565 | 68.000 | 60.500 | 4.500 |
| MAKMR | 17.6935 | 1.1311 | .9457 | 67.000 | 50.500 | 3.000 |
| MAKMD | 1.2158 | 1.0847 | .8306 | 2.000 | 41.500 | 2.000 |
| MAKHM | 1.4251 | 1.0642 | .8245 | 3.000 | 25.500 | 1.000 |
| MRKGM | 1.5108 | .8910 | .9863 | 4.000 | 7.500 | 11.000 |
| HMKMN | 9.5806 | .8525 | 9.2114 | 41.000 | 3.000 | 49.000 |
| HMKMD | 8.2130 | .8397 | 8.2124 | 38.000 | 1.000 | 48.000 |
| HMKHM | 7.9614 | .8504 | 8.0261 | 36.500 | 2.000 | 46.000 |
| .999 | ASIMOTA | .7017 | .7017 | .7017 | 1.000 | 1.000 | 1.000 |
| GFA | 1.2858 | 1.2858 | 1.2858 | 2.000 | 30.000 | 12.000 |
| FAPR | 6.7445 | 6.7445 | 6.7445 | 3.000 | 41.000 | 18.000 |
| MAKAM | 1410.7928 | .9053 | .7490 | 68.000 | 6.500 | 5.000 |
| MAKMN | 36.9325 | 20.2860 | .7447 | 5.000 | 46.500 | 3.500 |
| MAKMA | 1419.5723 | 1.1708 | .7447 | 71.000 | 25.500 | 3.500 |
| MAKMR | 1416.6254 | 1.1066 | .7389 | 69.000 | 15.500 | 2.000 |
| MAKMD | 28.4859 | 21.6638 | 5.0978 | 4.000 | 62.500 | 17.000 |
| HMKGM | 285.9381 | .8047 | 300.3157 | 27.000 | 2.000 | 49.000 |

APPENDIX 20: MSE of the Ridge Parameters when P=4, n=50 and v=100

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  | Estimators | kl | Mkl1 | Mkl2 | Rkl | Rmkl1 | Rmkl2 |
| .800 | GFA | .9943 | .9943 | .9943 | 1.000 | 1.000 | 1.000 |
| MAKAM | 3.1516 | 1.2113 | 1.0921 | 29.000 | 40.500 | 5.000 |
| MAKMD | 1.3212 | 1.1213 | 1.0915 | 2.000 | 14.500 | 4.000 |
| MAKGM | 1.8096 | 1.1627 | 1.0620 | 8.000 | 31.500 | 2.000 |
| MAKHM | 1.3735 | 1.1307 | 1.0766 | 3.000 | 22.500 | 3.000 |
| MRKAM | 1.6066 | 1.2113 | 1.2771 | 5.000 | 40.500 | 13.000 |
| MRKGM | 1.5768 | 1.1627 | 1.4625 | 4.000 | 31.500 | 17.000 |
| .900 | GFA | 1.1063 | 1.1063 | 1.1063 | 1.000 | 21.000 | 1.000 |
| AMKGM | 2.0737 | 1.1005 | 1.7822 | 5.000 | 15.500 | 20.000 |
| MAKMN | 2.0812 | 1.2230 | 1.1382 | 6.000 | 60.500 | 4.500 |
| MAKMA | 17.9650 | 1.1984 | 1.1382 | 67.000 | 36.500 | 4.500 |
| MAKMD | 1.5454 | 1.2225 | 1.1311 | 2.000 | 52.500 | 3.000 |
| MAKHM | 1.7208 | 1.2042 | 1.1139 | 4.000 | 44.500 | 2.000 |
| MRKGM | 1.6905 | 1.1005 | 1.4305 | 3.000 | 15.500 | 17.000 |
| HMKMN | 10.2753 | 1.0599 | 9.8913 | 44.000 | 1.000 | 49.000 |
| HMKMA | 6.7268 | 1.0898 | 6.9899 | 32.000 | 2.000 | 42.000 |
| HMKMD | 8.8474 | 1.0921 | 8.8453 | 41.000 | 3.000 | 48.000 |
| .950 | GFA | 1.2246 | 1.2246 | 1.2246 | 1.000 | 40.000 | 5.000 |
| MAKMN | 2.8796 | 1.6700 | 1.2134 | 5.000 | 52.500 | 3.500 |
| MAKMA | 42.6321 | 1.1858 | 1.2134 | 68.000 | 27.500 | 3.500 |
| MAKMD | 2.0187 | 1.6795 | 1.1831 | 2.000 | 60.500 | 1.000 |
| MAKHM | 2.5021 | 1.6318 | 1.1886 | 3.000 | 44.500 | 2.000 |
| MRKGM | 2.6002 | 1.2184 | 1.3789 | 4.000 | 35.500 | 10.000 |
| HMKMD | 16.4418 | .9666 | 16.4303 | 37.000 | 2.000 | 48.000 |
| HMKHM | 15.9208 | .9555 | 16.0455 | 34.500 | 1.000 | 46.000 |
| .990 | GFA | 1.4203 | 1.4203 | 1.4203 | 1.000 | 29.000 | 5.000 |
| MAK | 263.5825 | 1.1770 | 1.4020 | 70.000 | 24.500 | 4.000 |
| MAKMN | 8.8542 | 4.9263 | 1.2738 | 3.000 | 44.500 | 1.500 |
| MAKMA | 267.7132 | 1.1770 | 1.2738 | 71.000 | 24.500 | 1.500 |
| MAKMR | 262.1953 | 1.1147 | 1.3302 | 69.000 | 14.500 | 3.000 |
| MAKMD | 6.4171 | 5.1945 | 1.8054 | 2.000 | 60.500 | 7.000 |
| MAKHM | 9.9590 | 4.9986 | 2.1478 | 4.000 | 52.500 | 12.000 |
| MRKLHM | 10.0022 | 4.9986 | 5.5467 | 5.000 | 52.500 | 21.000 |
| HMKGM | 61.3396 | .8084 | 64.5459 | 29.000 | 1.000 | 47.000 |
| .999 | ASIMOTA | 1.0367 | 1.0367 | 1.0367 | 1.000 | 9.000 | 6.000 |
| GFA | 1.5413 | 1.5413 | 1.5413 | 2.000 | 30.000 | 12.000 |
| FAPR | 11.4839 | 11.4839 | 11.4839 | 3.000 | 41.000 | 18.000 |
| GKAM | 1210.6169 | .9078 | 1210.9919 | 43.000 | 4.500 | 56.000 |
| AMK | 2810.3756 | .9078 | 2.2274 | 62.000 | 4.500 | 15.000 |
| AMKAM | 2761.6990 | .9078 | 2.5501 | 60.000 | 4.500 | 16.000 |
| MNKAM | 1385.9141 | .9078 | 1412.7979 | 51.000 | 4.500 | 64.000 |
| MAK | 2908.6450 | 1.1752 | .9239 | 70.000 | 24.500 | 4.000 |
| MAKAM | 2892.2264 | .9078 | .9456 | 68.000 | 4.500 | 5.000 |
| MAKMN | 74.7238 | 40.9104 | .9092 | 5.000 | 46.500 | 1.500 |
| MAKMA | 2910.1742 | 1.1752 | .9092 | 71.000 | 24.500 | 1.500 |
| MAKMR | 2904.1592 | 1.1085 | .9126 | 69.000 | 14.500 | 3.000 |
| MAKMD | 58.0303 | 43.7201 | 10.0573 | 4.000 | 62.500 | 17.000 |
| MRKAM | 2842.5937 | .9078 | 1.3994 | 64.000 | 4.500 | 11.000 |
| MDKAM | 1123.4283 | .9078 | 163.1930 | 37.000 | 4.500 | 35.000 |
| GMKAM | 990.8168 | .9078 | 33.4395 | 35.000 | 4.500 | 24.000 |

APPENDIX 21: MSE of the Ridge Parameters when P=4, n=100 and v=1

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  | Estimators | kl | Mkl1 | Mkl2 | Rkl | Rmkl1 | Rmkl2 |
| .800 | OLS | .0753 | .0753 | .0753 | 39.000 | 5.000 | 37.000 |
| GHK | .0652 | .0652 | .0652 | 4.500 | 2.000 | 4.500 |
| HKMA | .0709 | .0709 | .0709 | 34.000 | 3.000 | 34.000 |
| ASIMOTA | .0729 | .0729 | .0729 | 36.000 | 4.000 | 36.000 |
| GFA | .0635 | .0635 | .0635 | 1.000 | 1.000 | 1.000 |
| GK | .0652 | 1.2669 | .0652 | 4.500 | 72.000 | 4.500 |
| GKMN | .0648 | .7254 | .0649 | 2.000 | 12.500 | 2.000 |
| GKMD | .0651 | .8192 | .0651 | 3.000 | 20.500 | 3.000 |
| .900 | GHK | .1015 | .1015 | .1015 | 10.500 | 2.000 | 7.500 |
| HKMA | .1169 | .1169 | .1169 | 45.000 | 4.000 | 40.000 |
| ASIMOTA | .1228 | .1228 | .1228 | 49.000 | 5.000 | 44.000 |
| GFA | .0978 | .0978 | .0978 | 1.000 | 1.000 | 1.000 |
| FAPR | .1163 | .1163 | .1163 | 37.000 | 3.000 | 32.000 |
| GKMN | .1007 | .5225 | .1009 | 2.000 | 12.500 | 3.000 |
| GKMD | .1008 | .5725 | .1009 | 3.000 | 20.500 | 2.000 |
| GKGM | .1014 | .7396 | .1011 | 8.000 | 36.500 | 5.000 |
| GKHM | .1009 | .6188 | .1009 | 4.000 | 28.500 | 4.000 |
| GMK | .1012 | .7396 | .1015 | 5.000 | 36.500 | 9.000 |
| .950 | GHK | .1717 | .1717 | .1717 | 29.500 | 2.000 | 29.500 |
| HKMA | .1998 | .1998 | .1998 | 50.000 | 4.000 | 50.000 |
| ASIMOTA | .2138 | .2138 | .2138 | 54.000 | 5.000 | 53.000 |
| GFA | .1513 | .1513 | .1513 | 6.000 | 1.000 | 1.000 |
| FAPR | .1966 | .1966 | .1966 | 42.000 | 3.000 | 41.000 |
| AMK | .1485 | .9603 | .1535 | 4.000 | 47.500 | 3.000 |
| AMKMN | .1485 | .4406 | .1527 | 3.000 | 12.500 | 2.000 |
| AMKMD | .1508 | .4611 | .1571 | 5.000 | 20.500 | 4.000 |
| MRK | .1468 | 1.1359 | .1599 | 2.000 | 57.500 | 10.000 |
| MRKMN | .1452 | .4406 | .3476 | 1.000 | 12.500 | 68.000 |
| GMKGM | .1568 | .5666 | .1576 | 9.000 | 36.500 | 5.000 |
| .990 | GFA | .3439 | .3439 | .3439 | 10.000 | 1.000 | 11.000 |
| MAK | .2698 | 1.1831 | .2813 | 1.000 | 67.500 | 1.000 |
| MAKMN | .2742 | .4191 | .4302 | 2.000 | 16.500 | 38.500 |
| MAKMD | .2875 | .4242 | .2939 | 3.000 | 32.500 | 2.000 |
| MAKHM | .3177 | .4238 | .3058 | 5.000 | 24.500 | 3.000 |
| MRK | .3234 | 1.1183 | .3165 | 7.000 | 56.500 | 5.000 |
| MRKLHM | .3075 | .4238 | .3130 | 4.000 | 24.500 | 4.000 |
| HMKMN | .5233 | .4033 | .5202 | 40.000 | 2.000 | 50.000 |
| .999 | ASIMOTA | .3192 | .3192 | .3192 | 1.000 | 1.000 | 1.000 |
| AMK | .3972 | .8947 | .4062 | 3.000 | 45.500 | 9.000 |
| MAKMN | .4984 | .5692 | .4965 | 5.000 | 25.500 | 19.500 |
| MAKMD | .3713 | .5754 | .3773 | 2.000 | 33.500 | 4.000 |
| MAKHM | .3998 | .5630 | .3468 | 4.000 | 17.500 | 3.000 |
| MRK | .8560 | 1.1141 | .3204 | 10.000 | 55.500 | 2.000 |
| MRKAM | 4.0642 | .8947 | .3887 | 49.000 | 45.500 | 5.000 |
| HMKGM | 2.4438 | .3447 | 2.5850 | 38.000 | 2.000 | 50.000 |

APPENDIX 22: MSE of the Ridge Parameters when P=4, n=100 and v=9

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  | Estimators | kl | Mkl1 | Mkl2 | Rkl | Rmkl1 | Rmkl2 |
| .800 | GHK | .4332 | .4332 | .4332 | 52.500 | 2.000 | 51.500 |
| HKMA | .4838 | .4838 | .4838 | 62.000 | 3.000 | 63.000 |
| GFA | .2530 | .2530 | .2530 | 1.000 | 1.000 | 1.000 |
| FAPR | .6019 | .6019 | .6019 | 66.000 | 4.000 | 66.000 |
| FAMR | .6737 | .6737 | .6737 | 67.000 | 5.000 | 69.000 |
| AMK | .2906 | 1.1051 | .2898 | 12.000 | 45.500 | 4.000 |
| MAKMN | .2750 | .7371 | .6334 | 5.000 | 12.500 | 67.500 |
| MRK | .2720 | 1.1927 | .2794 | 2.000 | 55.500 | 2.000 |
| MRKMD | .2732 | .8297 | .2845 | 3.000 | 20.500 | 3.000 |
| MRKLHM | .2746 | .8886 | .2908 | 4.000 | 28.500 | 5.000 |
| .900 | GFA | .3132 | .3132 | .3132 | 3.000 | 1.000 | 2.000 |
| MAK | .2971 | 1.1996 | .3114 | 1.000 | 67.500 | 1.000 |
| MAKMN | .2990 | .5464 | .5942 | 2.000 | 5.500 | 48.500 |
| MAKMD | .3152 | .5948 | .3260 | 4.000 | 13.500 | 3.000 |
| MAKHM | .3432 | .6388 | .3402 | 8.000 | 21.500 | 5.000 |
| MRK | .3457 | 1.1578 | .3402 | 9.000 | 56.500 | 4.000 |
| MRKLHM | .3341 | .6388 | .3403 | 5.000 | 21.500 | 6.000 |
| .950 | GFA | .4011 | .4011 | .4011 | 5.000 | 1.000 | 5.000 |
| MAK | .3248 | 1.1907 | .3286 | 1.000 | 61.500 | 1.000 |
| MAKMN | .3537 | .4830 | .5566 | 3.000 | 5.500 | 33.500 |
| MAKMD | .3495 | .5025 | .3570 | 2.000 | 13.500 | 2.000 |
| MAKGM | .5560 | .5894 | .3904 | 23.000 | 29.500 | 4.000 |
| MAKHM | .3727 | .5195 | .3618 | 4.000 | 21.500 | 3.000 |
| .990 | GFA | .6221 | .6221 | .6221 | 5.000 | 37.000 | 20.000 |
| AMK | .5438 | .9088 | .4886 | 4.000 | 41.500 | 12.000 |
| MAKMN | .5124 | .5750 | .5530 | 3.000 | 24.500 | 17.500 |
| MAKMD | .3982 | .5815 | .4042 | 1.000 | 32.500 | 3.000 |
| MAKGM | 1.8977 | .4644 | .4468 | 29.000 | 7.500 | 5.000 |
| MAKHM | .4253 | .5710 | .3768 | 2.000 | 16.500 | 1.000 |
| MRK | .9444 | 1.1187 | .4041 | 9.000 | 50.500 | 2.000 |
| MRKAM | 3.2478 | .9088 | .4446 | 44.000 | 41.500 | 4.000 |
| HMKMN | 3.2349 | .4634 | 3.1641 | 43.000 | 3.000 | 49.000 |
| HMKMD | 3.0267 | .4525 | 3.0123 | 41.000 | 2.000 | 48.000 |
| HMKHM | 2.8430 | .4488 | 2.8771 | 38.500 | 1.000 | 46.000 |
| .999 | ASIMOTA | .5534 | .5534 | .5534 | 1.000 | 2.000 | 2.000 |
| GFA | .8131 | .8131 | .8131 | 3.000 | 13.000 | 9.000 |
| MAKAM | 86.3826 | .8949 | .6549 | 69.000 | 17.500 | 5.000 |
| MAKMN | 1.0892 | 1.9292 | .6575 | 4.000 | 53.500 | 6.500 |
| MAKMR | 86.8620 | 1.1142 | .6526 | 70.000 | 27.500 | 4.000 |
| MAKMD | .6671 | 1.9527 | .4015 | 2.000 | 61.500 | 1.000 |
| MAKHM | 2.1769 | 1.8445 | .5973 | 5.000 | 45.500 | 3.000 |
| HMKGM | 19.7707 | .3751 | 20.9218 | 32.000 | 1.000 | 49.000 |

APPENDIX 23: MSE of the Ridge Parameters when P=4, n=100 and v=25

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  | Estimators | kl | Mkl1 | Mkl2 | Rkl | Rmkl1 | Rmkl2 |
| .800 | GFA | .3988 | .3988 | .3988 | 2.000 | 1.000 | 1.000 |
| MAK | .4505 | 1.2205 | .4190 | 6.000 | 60.500 | 2.000 |
| MAKMN | .3913 | .7601 | .7121 | 1.000 | 5.500 | 40.500 |
| MAKMD | .4019 | .8503 | .4233 | 3.000 | 13.500 | 3.000 |
| MAKHM | .4274 | .9072 | .4389 | 4.000 | 21.500 | 4.000 |
| MRKGM | .4409 | .9932 | .4566 | 5.000 | 29.500 | 5.000 |
| .900 | GFA | .4535 | .4535 | .4535 | 4.000 | 1.000 | 5.000 |
| MAK | .5816 | 1.2015 | .4183 | 9.000 | 60.500 | 1.000 |
| MAKMN | .4362 | .5938 | .6597 | 2.000 | 5.500 | 29.500 |
| MAKMD | .4160 | .6389 | .4249 | 1.000 | 13.500 | 2.000 |
| MAKGM | .5866 | .7793 | .4519 | 10.000 | 29.500 | 4.000 |
| MAKHM | .4370 | .6780 | .4269 | 3.000 | 21.500 | 3.000 |
| MRKGM | .4967 | .7793 | .5088 | 5.000 | 29.500 | 6.000 |
| .950 | GFA | .5412 | .5412 | .5412 | 4.000 | 1.000 | 7.000 |
| MAK | 1.1754 | 1.1920 | .4400 | 29.000 | 60.500 | 2.000 |
| MAKAM | 2.2790 | .9690 | .5257 | 47.000 | 40.500 | 5.000 |
| MAKMN | .5052 | .5673 | .6257 | 3.000 | 5.500 | 18.500 |
| MAKMD | .4431 | .5845 | .4493 | 1.000 | 13.500 | 3.000 |
| MAKGM | .8638 | .6343 | .4584 | 14.000 | 29.500 | 4.000 |
| MAKHM | .4626 | .5947 | .4362 | 2.000 | 21.500 | 1.000 |
| MRKGM | .5582 | .6343 | .5597 | 5.000 | 29.500 | 10.000 |
| .990 | GFA | .7436 | .7436 | .7436 | 4.000 | 13.000 | 15.000 |
| AMK | 5.3267 | .9105 | .6114 | 25.000 | 41.500 | 4.000 |
| AMKGM | 1.4607 | .5857 | .6423 | 6.000 | 8.500 | 5.000 |
| MAKMN | .6944 | .8855 | .7640 | 2.000 | 25.500 | 17.500 |
| MAKMD | .4686 | .8946 | .4352 | 1.000 | 33.500 | 2.000 |
| MAKHM | .7123 | .8639 | .4286 | 3.000 | 17.500 | 1.000 |
| MRKGM | 1.5767 | .5857 | .5196 | 7.000 | 8.500 | 3.000 |
| MRKLHM | 1.4542 | .8639 | 1.1357 | 5.000 | 17.500 | 21.000 |
| HMKMN | 8.5651 | .5826 | 8.3321 | 38.000 | 3.000 | 49.000 |
| HMKMD | 7.9630 | .5460 | 7.8966 | 37.000 | 2.000 | 48.000 |
| HMKGM | 6.1285 | .5828 | 6.4749 | 30.000 | 4.000 | 45.000 |
| HMKHM | 7.4329 | .5201 | 7.5098 | 35.500 | 1.000 | 46.000 |
| .999 | ASIMOTA | 1.0209 | 1.0209 | 1.0209 | 2.000 | 19.000 | 13.000 |
| GFA | .8899 | .8899 | .8899 | 1.000 | 2.000 | 7.000 |
| FAPR | 6.3746 | 6.3746 | 6.3746 | 5.000 | 67.000 | 27.000 |
| MAK | 259.4017 | 1.1825 | .6043 | 69.000 | 35.500 | 5.000 |
| MAKMN | 2.2666 | 4.6447 | .6033 | 4.000 | 53.500 | 3.500 |
| MAKMA | 261.0597 | 1.1825 | .6033 | 71.000 | 35.500 | 3.500 |
| MAKMR | 260.3307 | 1.1146 | .6001 | 70.000 | 24.500 | 1.000 |
| MAKMD | 1.5090 | 4.7025 | .6023 | 3.000 | 61.500 | 2.000 |
| HMKGM | 54.4163 | .4355 | 57.5538 | 29.000 | 1.000 | 49.000 |

APPENDIX 24: MSE of the Ridge Parameters when P=4, n=100 and v=49

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  | Estimators | kl | Mkl1 | Mkl2 | Rkl | Rmkl1 | Rmkl2 |
| .800 | GFA | .5137 | .5137 | .5137 | 2.000 | 1.000 | 1.000 |
| MAK | .8426 | 1.2254 | .5402 | 24.000 | 58.500 | 4.000 |
| MAKMN | .5216 | .7944 | .7808 | 3.000 | 5.500 | 25.500 |
| MAKMD | .5023 | .8811 | .5160 | 1.000 | 13.500 | 2.000 |
| MAKGM | .6156 | 1.0158 | .5491 | 8.000 | 29.500 | 5.000 |
| MAKHM | .5259 | .9350 | .5238 | 4.000 | 21.500 | 3.000 |
| MRKAM | .5966 | 1.1304 | .5975 | 5.000 | 38.500 | 6.000 |
| .900 | GFA | .5620 | .5620 | .5620 | 3.000 | 1.000 | 5.000 |
| MAK | 1.5548 | 1.2043 | .5488 | 35.000 | 60.500 | 4.000 |
| MAKMN | .5814 | .6646 | .7356 | 4.000 | 5.500 | 18.500 |
| MAKMD | .5193 | .7047 | .5217 | 1.000 | 13.500 | 2.000 |
| MAKGM | .8191 | .8185 | .5346 | 8.000 | 29.500 | 3.000 |
| MAKHM | .5457 | .7367 | .5132 | 2.000 | 21.500 | 1.000 |
| MRKGM | .6432 | .8185 | .6559 | 5.000 | 29.500 | 11.000 |
| .950 | GFA | .6473 | .6473 | .6473 | 3.000 | 1.000 | 7.000 |
| MAK | 3.9886 | 1.1938 | .6062 | 45.000 | 60.500 | 4.000 |
| MAKMN | .6554 | .6933 | .7294 | 4.000 | 5.500 | 17.500 |
| MAKMD | .5355 | .7073 | .5313 | 1.000 | 29.500 | 2.000 |
| MAKGM | 1.4972 | .7013 | .5615 | 17.000 | 13.500 | 3.000 |
| MAKHM | .5904 | .7071 | .5103 | 2.000 | 21.500 | 1.000 |
| MRKAM | 2.3761 | .9774 | .6413 | 32.000 | 40.500 | 5.000 |
| MRKGM | .6834 | .7013 | .6624 | 5.000 | 13.500 | 9.000 |
| .990 | GFA | .8384 | .8384 | .8384 | 2.000 | 13.000 | 5.000 |
| AMKGM | 2.8905 | .7671 | .7950 | 7.000 | 8.500 | 4.000 |
| MAKMN | .9481 | 1.3504 | .8912 | 3.000 | 52.500 | 7.500 |
| MAKMD | .6227 | 1.3636 | .5063 | 1.000 | 60.500 | 1.000 |
| MAKHM | 1.2961 | 1.3025 | .5601 | 4.000 | 44.500 | 2.000 |
| MRKGM | 3.5547 | .7671 | .7528 | 9.000 | 8.500 | 3.000 |
| MRKLHM | 2.1993 | 1.3025 | 1.5301 | 5.000 | 44.500 | 21.000 |
| HMKMN | 16.5544 | .7610 | 16.0706 | 38.000 | 4.000 | 49.000 |
| HMKMD | 15.3610 | .6859 | 15.2090 | 34.000 | 3.000 | 48.000 |
| HMKGM | 11.7380 | .6081 | 12.4042 | 29.000 | 1.000 | 45.000 |
| HMKHM | 14.3110 | .6267 | 14.4446 | 31.500 | 2.000 | 46.000 |
| .999 | ASIMOTA | 1.7215 | 1.7215 | 1.7215 | 2.000 | 38.000 | 15.000 |
| GFA | .9649 | .9649 | .9649 | 1.000 | 10.000 | 10.000 |
| FAPR | 10.6698 | 10.6698 | 10.6698 | 5.000 | 67.000 | 27.000 |
| MAK | 522.0777 | 1.1835 | .6307 | 70.000 | 25.500 | 2.000 |
| MAKAM | 519.1856 | .8960 | .6361 | 68.000 | 5.500 | 5.000 |
| MAKMN | 4.0338 | 8.7158 | .6331 | 4.000 | 53.500 | 3.500 |
| MAKMA | 523.4963 | 1.1835 | .6331 | 71.000 | 25.500 | 3.500 |
| MAKMR | 522.0440 | 1.1150 | .6279 | 69.000 | 15.500 | 1.000 |
| MAKMD | 2.8036 | 8.8248 | .9217 | 3.000 | 61.500 | 6.000 |
| HMKGM | 106.3840 | .5259 | 112.4948 | 28.000 | 1.000 | 48.000 |

APPENDIX 25: MSE of the Ridge Parameters when P=4, n=100 and v=100

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  | Estimators | kl | Mkl1 | Mkl2 | Rkl | Rmkl1 | Rmkl2 |
| .800 | GFA | .6510 | .6510 | .6510 | 1.000 | 1.000 | 1.000 |
| MAK | 1.8428 | 1.2358 | .7181 | 38.000 | 57.500 | 5.000 |
| MAKMN | .7558 | .8671 | .8832 | 4.000 | 5.500 | 16.500 |
| MAKMD | .6791 | .9461 | .6713 | 2.000 | 13.500 | 3.000 |
| MAKGM | .8556 | 1.0637 | .6787 | 6.000 | 29.500 | 4.000 |
| MAKHM | .7052 | .9936 | .6649 | 3.000 | 21.500 | 2.000 |
| MRKAM | .8202 | 1.1623 | .7939 | 5.000 | 39.500 | 7.000 |
| .900 | GFA | .6984 | .6984 | .6984 | 1.000 | 1.000 | 4.000 |
| MAK | 4.3970 | 1.2102 | .7551 | 47.000 | 60.500 | 5.000 |
| MAKMN | .8343 | .8148 | .8616 | 4.000 | 5.500 | 14.500 |
| MAKMD | .7023 | .8442 | .6828 | 2.000 | 13.500 | 2.000 |
| MAKGM | 1.3766 | .9015 | .6912 | 9.000 | 29.500 | 3.000 |
| MAKHM | .7641 | .8609 | .6617 | 3.000 | 21.500 | 1.000 |
| MRKGM | .8763 | .9015 | .8788 | 5.000 | 29.500 | 17.000 |
| .950 | GFA | .7861 | .7861 | .7861 | 2.000 | 1.000 | 3.000 |
| MAKMN | .9317 | .9608 | .8969 | 4.000 | 24.500 | 14.500 |
| MAKMD | .7220 | .9677 | .6833 | 1.000 | 32.500 | 2.000 |
| MAKGM | 3.0836 | .8434 | .7988 | 18.000 | 6.500 | 4.000 |
| MAKHM | .8982 | .9456 | .6623 | 3.000 | 16.500 | 1.000 |
| MRKGM | .9469 | .8434 | .8337 | 5.000 | 6.500 | 5.000 |
| HMKMN | 7.5677 | .8271 | 7.3692 | 42.000 | 2.000 | 49.000 |
| .990 | GFA | .9781 | .9781 | .9781 | 1.000 | 11.000 | 3.000 |
| MAKMN | 1.4850 | 2.3376 | 1.0454 | 3.000 | 52.500 | 4.500 |
| MAKMA | 95.8439 | 1.1878 | 1.0454 | 69.000 | 36.500 | 4.500 |
| MAKMD | .9881 | 2.3592 | .6794 | 2.000 | 60.500 | 1.000 |
| MAKHM | 2.6370 | 2.2335 | .8742 | 4.000 | 44.500 | 2.000 |
| MRKLHM | 3.7458 | 2.2335 | 2.3366 | 5.000 | 44.500 | 21.000 |
| HMKGM | 23.6564 | .6616 | 24.9967 | 29.000 | 1.000 | 45.000 |
| HMKHM | 28.9244 | .8527 | 29.1740 | 30.500 | 2.000 | 46.000 |
| .999 | ASIMOTA | 3.2103 | 3.2103 | 3.2103 | 2.000 | 38.000 | 17.000 |
| GFA | 1.0989 | 1.0989 | 1.0989 | 1.000 | 11.000 | 10.000 |
| FAPR | 18.5082 | 18.5082 | 18.5082 | 5.000 | 66.000 | 27.000 |
| MAK | 1080.4747 | 1.1856 | .7267 | 70.000 | 25.500 | 4.000 |
| MAKAM | 1072.9627 | .8974 | .7336 | 68.000 | 5.500 | 5.000 |
| MAKMN | 7.7898 | 17.3642 | .7254 | 4.000 | 53.500 | 2.500 |
| MAKMA | 1081.8439 | 1.1856 | .7254 | 71.000 | 25.500 | 2.500 |
| MAKMR | 1078.8587 | 1.1160 | .7196 | 69.000 | 15.500 | 1.000 |
| MAKMD | 5.5694 | 17.5817 | 1.6086 | 3.000 | 61.500 | 12.000 |
| HMKGM | 216.8151 | .7175 | 229.2408 | 27.000 | 1.000 | 47.000 |

APPENDIX 26: MSE of the Ridge Parameters when P=4, n=200 and v=1

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  | Estimators | kl | Mkl1 | Mkl2 | Rkl | Rmkl1 | Rmkl2 |
| .800 | GHK | .0399 | .0399 | .0399 | 4.500 | 1.000 | 5.500 |
| HKMA | .0461 | .0461 | .0461 | 34.000 | 4.000 | 34.000 |
| ASIMOTA | .0467 | .0467 | .0467 | 36.000 | 5.000 | 36.000 |
| GFA | .0422 | .0422 | .0422 | 11.000 | 3.000 | 11.000 |
| FAPR | .0401 | .0401 | .0401 | 7.000 | 2.000 | 8.000 |
| GK | .0399 | 1.2665 | .0399 | 4.500 | 72.000 | 5.500 |
| GKMN | .0397 | .5391 | .0398 | 1.000 | 12.500 | 1.000 |
| GKMD | .0398 | .6017 | .0398 | 2.000 | 20.500 | 2.000 |
| GKGM | .0400 | .8047 | .0399 | 6.000 | 36.500 | 4.000 |
| GKHM | .0398 | .6751 | .0398 | 3.000 | 28.500 | 3.000 |
| .900 | GHK | .0779 | .0779 | .0779 | 15.500 | 2.000 | 13.500 |
| HKMA | .0850 | .0850 | .0850 | 45.000 | 4.000 | 42.000 |
| ASIMOTA | .0874 | .0874 | .0874 | 48.000 | 5.000 | 45.000 |
| GFA | .0725 | .0725 | .0725 | 1.000 | 1.000 | 1.000 |
| FAPR | .0841 | .0841 | .0841 | 37.000 | 3.000 | 33.000 |
| GMK | .0739 | .5506 | .0740 | 2.000 | 36.500 | 2.000 |
| GMKMN | .0739 | .3671 | .0740 | 4.000 | 12.500 | 3.000 |
| GMKMD | .0739 | .3912 | .0741 | 3.000 | 20.500 | 4.000 |
| GMKHM | .0740 | .4283 | .0742 | 5.000 | 28.500 | 5.000 |
| .950 | GHK | .1399 | .1399 | .1399 | 34.500 | 2.000 | 33.500 |
| HKMA | .1560 | .1560 | .1560 | 52.000 | 4.000 | 51.000 |
| ASIMOTA | .1640 | .1640 | .1640 | 57.000 | 5.000 | 56.000 |
| GFA | .1203 | .1203 | .1203 | 8.000 | 1.000 | 4.000 |
| FAPR | .1531 | .1531 | .1531 | 44.000 | 3.000 | 43.000 |
| AMK | .1140 | .9211 | .1165 | 3.000 | 48.500 | 2.000 |
| AMKMN | .1140 | .3140 | .1163 | 4.000 | 12.500 | 1.000 |
| AMKMD | .1150 | .3216 | .1181 | 5.000 | 20.500 | 3.000 |
| MRK | .1130 | 1.1400 | .1211 | 2.000 | 57.500 | 6.000 |
| MRKMN | .1125 | .3140 | .2479 | 1.000 | 12.500 | 68.000 |
| GMKGM | .1210 | .3990 | .1210 | 9.000 | 36.500 | 5.000 |
| .990 | MAK | .2203 | 1.2054 | .2232 | 2.000 | 67.500 | 1.000 |
| MAKMN | .2190 | .3061 | .3323 | 1.000 | 24.500 | 32.500 |
| MAKMD | .2260 | .3072 | .2268 | 3.000 | 32.500 | 2.000 |
| MAKHM | .2516 | .3050 | .2356 | 5.000 | 16.500 | 3.000 |
| MRK | .2590 | 1.1306 | .2507 | 7.000 | 57.500 | 5.000 |
| MRKLHM | .2430 | .3050 | .2444 | 4.000 | 16.500 | 4.000 |
| HMKMD | .4227 | .2819 | .4218 | 38.000 | 1.000 | 48.000 |
| .999 | ASIMOTA | .2439 | .2439 | .2439 | 1.000 | 1.000 | 1.000 |
| AMK | .3505 | .8802 | .4631 | 5.000 | 44.500 | 20.000 |
| MAK | 1.3067 | 1.2048 | .2822 | 27.000 | 64.500 | 2.000 |
| MAKMD | .3415 | .4320 | .3468 | 4.000 | 33.500 | 14.000 |
| MAKHM | .3328 | .4194 | .3017 | 3.000 | 17.500 | 4.000 |
| MRK | .2860 | 1.1285 | .2971 | 2.000 | 54.500 | 3.000 |
| MRKAM | 3.2217 | .8802 | .3100 | 48.000 | 44.500 | 5.000 |
| HMKGM | 1.9571 | .2450 | 2.0773 | 38.000 | 2.000 | 49.000 |

APPENDIX 27: MSE of the Ridge Parameters when P=4, n=200 and v=9

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  | Estimators | kl | Mkl1 | Mkl2 | Rkl | Rmkl1 | Rmkl2 |
| .800 | GHK | .2758 | .2758 | .2758 | 48.500 | 2.000 | 48.500 |
| HKMA | .3285 | .3285 | .3285 | 60.000 | 3.000 | 60.000 |
| GFA | .1704 | .1704 | .1704 | 1.000 | 1.000 | 1.000 |
| FAPR | .3949 | .3949 | .3949 | 64.000 | 4.000 | 65.000 |
| FAMR | .4289 | .4289 | .4289 | 65.000 | 5.000 | 66.000 |
| AMK | .2006 | 1.0399 | .2002 | 9.000 | 44.500 | 4.000 |
| AMKMD | .2003 | .6099 | .2011 | 8.000 | 20.500 | 5.000 |
| MRK | .1872 | 1.1773 | .1936 | 2.000 | 56.500 | 2.000 |
| MRKMN | .1896 | .5480 | .3836 | 4.000 | 12.500 | 64.000 |
| MRKMD | .1882 | .6099 | .1964 | 3.000 | 20.500 | 3.000 |
| MRKLHM | .1913 | .6824 | .2031 | 5.000 | 28.500 | 8.000 |
| .900 | GFA | .2295 | .2295 | .2295 | 3.000 | 1.000 | 1.000 |
| MAK | .2263 | 1.2127 | .2335 | 2.000 | 67.500 | 2.000 |
| MAKMN | .2240 | .3845 | .4931 | 1.000 | 5.500 | 57.500 |
| MAKMD | .2342 | .4081 | .2390 | 4.000 | 13.500 | 3.000 |
| MAKHM | .2587 | .4436 | .2504 | 10.000 | 21.500 | 5.000 |
| MRKLHM | .2454 | .4436 | .2489 | 5.000 | 21.500 | 4.000 |
| .950 | GFA | .3133 | .3133 | .3133 | 5.000 | 1.000 | 5.000 |
| MAK | .2596 | 1.2085 | .2664 | 1.000 | 62.500 | 1.000 |
| MAKMN | .2770 | .3447 | .4642 | 3.000 | 5.500 | 32.500 |
| MAKMD | .2759 | .3521 | .2785 | 2.000 | 13.500 | 2.000 |
| MAKGM | .4725 | .4149 | .3032 | 24.000 | 29.500 | 4.000 |
| MAKHM | .2962 | .3616 | .2818 | 4.000 | 21.500 | 3.000 |
| .990 | AMK | .4200 | .8882 | .5068 | 4.000 | 41.500 | 19.000 |
| MAK | 1.0738 | 1.2055 | .2802 | 15.000 | 60.500 | 1.000 |
| MAKAM | 3.8639 | .8882 | .3453 | 59.000 | 41.500 | 4.000 |
| MAKMN | .4202 | .4272 | .4005 | 5.000 | 24.500 | 12.500 |
| MAKMD | .3531 | .4288 | .3586 | 2.000 | 32.500 | 6.000 |
| MAKGM | 1.5525 | .3218 | .3305 | 30.000 | 6.500 | 3.000 |
| MAKHM | .3468 | .4181 | .3188 | 1.000 | 16.500 | 2.000 |
| MRK | .3631 | 1.1306 | .3732 | 3.000 | 50.500 | 9.000 |
| MRKAM | 2.6866 | .8882 | .3541 | 44.000 | 41.500 | 5.000 |
| HMKMD | 2.4309 | .3185 | 2.4144 | 41.000 | 2.000 | 48.000 |
| HMKHM | 2.2625 | .3114 | 2.2903 | 38.500 | 1.000 | 47.000 |
| .999 | ASIMOTA | .6008 | .6008 | .6008 | 3.000 | 12.000 | 7.000 |
| GFA | .6910 | .6910 | .6910 | 4.000 | 14.000 | 9.000 |
| MAKAM | 66.2608 | .8804 | .5892 | 69.000 | 18.500 | 3.000 |
| MAKMN | .5697 | 1.5402 | .5987 | 2.000 | 53.500 | 5.500 |
| MAKMR | 66.4924 | 1.1285 | .5918 | 70.000 | 27.500 | 4.000 |
| MAKMD | .3265 | 1.5467 | .2771 | 1.000 | 61.500 | 1.000 |
| MAKHM | 1.4222 | 1.4499 | .4024 | 5.000 | 45.500 | 2.000 |
| HMKGM | 15.7034 | .2634 | 16.6317 | 32.000 | 1.000 | 49.000 |

APPENDIX 28: MSE of the Ridge Parameters when P=4, n=200 and v=25

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  | Estimators | kl | Mkl1 | Mkl2 | Rkl | Rmkl1 | Rmkl2 |
| .800 | GFA | .2692 | .2692 | .2692 | 1.000 | 1.000 | 1.000 |
| MAK | .2788 | 1.2230 | .2933 | 2.000 | 67.500 | 2.000 |
| MAKMN | .2790 | .5650 | .6053 | 3.000 | 5.500 | 48.500 |
| MAKMD | .2879 | .6257 | .3023 | 4.000 | 13.500 | 3.000 |
| MAKHM | .3121 | .6962 | .3174 | 5.000 | 22.500 | 4.000 |
| MRKLHM | .3204 | .6962 | .3238 | 7.000 | 22.500 | 5.000 |
| .900 | GFA | .3267 | .3267 | .3267 | 3.000 | 1.000 | 4.000 |
| MAK | .3034 | 1.2133 | .3020 | 1.000 | 61.500 | 1.000 |
| MAKMN | .3294 | .4185 | .5482 | 4.000 | 5.500 | 30.500 |
| MAKMD | .3193 | .4410 | .3244 | 2.000 | 13.500 | 2.000 |
| MAKGM | .4748 | .5788 | .3436 | 13.000 | 29.500 | 5.000 |
| MAKHM | .3350 | .4731 | .3245 | 5.000 | 21.500 | 3.000 |
| .950 | GFA | .4140 | .4140 | .4140 | 4.000 | 17.000 | 6.000 |
| GKMN | 2.2324 | .4049 | 2.2269 | 58.000 | 4.500 | 58.000 |
| AMKMN | .9132 | .4049 | .8231 | 29.000 | 4.500 | 35.000 |
| MNK | 2.4761 | .4049 | 2.4766 | 65.000 | 4.500 | 65.000 |
| MNKMN | 2.5050 | .4049 | 2.5006 | 67.000 | 4.500 | 67.000 |
| MAK | .4315 | 1.2089 | .2990 | 5.000 | 60.500 | 1.000 |
| MAKAM | 1.8776 | .9245 | .3939 | 47.000 | 41.500 | 5.000 |
| MAKMN | .4013 | .4049 | .5004 | 3.000 | 4.500 | 17.500 |
| MAKMD | .3640 | .4117 | .3683 | 1.000 | 12.500 | 4.000 |
| MAKGM | .7156 | .4457 | .3532 | 17.000 | 29.500 | 3.000 |
| MAKHM | .3686 | .4166 | .3502 | 2.000 | 21.500 | 2.000 |
| MRKMN | .8801 | .4049 | .4912 | 25.000 | 4.500 | 15.000 |
| MDKMN | .9835 | .4049 | .9541 | 31.000 | 4.500 | 38.000 |
| GMKMN | 1.1882 | .4049 | 1.1189 | 37.000 | 4.500 | 41.000 |
| .990 | GFA | .6098 | .6098 | .6098 | 4.000 | 13.000 | 19.000 |
| AMK | 2.0404 | .8889 | .3946 | 11.000 | 41.500 | 3.000 |
| AMKMR | 7.4436 | 1.1308 | .4684 | 41.000 | 50.500 | 5.000 |
| AMKGM | 1.2081 | .4003 | .5262 | 5.000 | 6.500 | 13.000 |
| MAKMN | .4916 | .6672 | .6033 | 3.000 | 25.500 | 17.500 |
| MAKMD | .3469 | .6699 | .3492 | 1.000 | 33.500 | 2.000 |
| MAKHM | .4610 | .6421 | .3091 | 2.000 | 17.500 | 1.000 |
| MRKGM | 1.3222 | .4003 | .3973 | 7.000 | 6.500 | 4.000 |
| HMKMD | 6.3480 | .3906 | 6.2808 | 38.000 | 2.000 | 48.000 |
| HMKHM | 5.8623 | .3644 | 5.9268 | 36.500 | 1.000 | 46.000 |
| .999 | ASIMOTA | 1.3134 | 1.3134 | 1.3134 | 4.000 | 40.000 | 14.000 |
| GFA | .7418 | .7418 | .7418 | 2.000 | 10.000 | 7.000 |
| MAKAM | 204.3963 | .8807 | .4954 | 69.000 | 14.500 | 3.000 |
| MAKMN | .9243 | 3.7521 | .4979 | 3.000 | 53.500 | 4.500 |
| MAKMA | 205.4550 | 1.2050 | .4979 | 71.000 | 35.500 | 4.500 |
| MAKMR | 205.0949 | 1.1285 | .4933 | 70.000 | 24.500 | 2.000 |
| MAKMD | .5348 | 3.7690 | .3216 | 1.000 | 61.500 | 1.000 |
| MAKHM | 4.4139 | 3.5042 | .9317 | 5.000 | 45.500 | 11.000 |
| HMKGM | 43.1924 | .2994 | 45.7011 | 27.000 | 1.000 | 47.000 |

APPENDIX 29: MSE of the Ridge Parameters when P=4, n=200 and v=49

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  | Estimators | kl | Mkl1 | Mkl2 | Rkl | Rmkl1 | Rmkl2 |
| .800 | GFA | .3489 | .3489 | .3489 | 1.000 | 1.000 | 1.000 |
| MAK | .4034 | 1.2248 | .3630 | 5.000 | 60.500 | 2.000 |
| MAKMN | .3658 | .5902 | .6532 | 3.000 | 5.500 | 34.500 |
| MAKMD | .3580 | .6489 | .3708 | 2.000 | 13.500 | 3.000 |
| MAKGM | .4600 | .8351 | .4040 | 8.000 | 29.500 | 5.000 |
| MAKHM | .3765 | .7165 | .3781 | 4.000 | 21.500 | 4.000 |
| .900 | GFA | .3998 | .3998 | .3998 | 2.000 | 1.000 | 5.000 |
| MAK | .6154 | 1.2143 | .3629 | 7.000 | 60.500 | 1.000 |
| MAKMN | .4297 | .4690 | .5907 | 4.000 | 5.500 | 18.500 |
| MAKMD | .3916 | .4898 | .3966 | 1.000 | 13.500 | 4.000 |
| MAKGM | .6282 | .6062 | .3936 | 9.000 | 29.500 | 3.000 |
| MAKHM | .4000 | .5169 | .3833 | 3.000 | 21.500 | 2.000 |
| MRKGM | .4934 | .6062 | .5030 | 5.000 | 29.500 | 9.000 |
| .950 | GFA | .4858 | .4858 | .4858 | 3.000 | 1.000 | 8.000 |
| MAK | 1.8208 | 1.2096 | .3902 | 31.000 | 60.500 | 2.000 |
| MAKAM | 3.5939 | .9277 | .4558 | 47.000 | 41.500 | 5.000 |
| MAKMN | .4881 | .4946 | .5581 | 4.000 | 13.500 | 17.500 |
| MAKMD | .4088 | .5007 | .4137 | 1.000 | 29.500 | 4.000 |
| MAKGM | 1.1534 | .4914 | .3990 | 16.000 | 5.500 | 3.000 |
| MAKHM | .4178 | .4987 | .3800 | 2.000 | 21.500 | 1.000 |
| MRKGM | .5527 | .4914 | .5249 | 5.000 | 5.500 | 15.000 |
| .990 | GFA | .6721 | .6721 | .6721 | 3.000 | 13.000 | 5.000 |
| AMKGM | 2.4999 | .5173 | .6008 | 8.000 | 7.500 | 4.000 |
| MAKMN | .5826 | 1.0261 | .7237 | 2.000 | 33.500 | 8.500 |
| MAKMD | .3771 | 1.0304 | .3608 | 1.000 | 41.500 | 1.000 |
| MAKHM | .8139 | .9770 | .3691 | 4.000 | 25.500 | 2.000 |
| MRKGM | 3.1169 | .5173 | .5526 | 10.000 | 7.500 | 3.000 |
| MRKLHM | 1.7914 | .9770 | 1.2824 | 5.000 | 25.500 | 21.000 |
| HMKMD | 12.2174 | .4980 | 12.0654 | 37.000 | 3.000 | 48.000 |
| HMKGM | 9.0997 | .4312 | 9.6446 | 29.000 | 1.000 | 45.000 |
| HMKHM | 11.2555 | .4435 | 11.3666 | 32.500 | 2.000 | 46.000 |
| .999 | ASIMOTA | 2.3831 | 2.3831 | 2.3831 | 4.000 | 40.000 | 18.000 |
| GFA | .7854 | .7854 | .7854 | 1.000 | 2.000 | 7.000 |
| MAK | 414.2757 | 1.2053 | .4693 | 69.000 | 33.500 | 2.000 |
| MAKAM | 413.7958 | .8810 | .4735 | 68.000 | 6.500 | 4.000 |
| MAKMN | 1.4665 | 7.0663 | .4747 | 3.000 | 53.500 | 5.500 |
| MAKMR | 415.2046 | 1.1287 | .4701 | 70.000 | 23.500 | 3.000 |
| MAKMD | .8852 | 7.0991 | .4182 | 2.000 | 61.500 | 1.000 |
| HMKGM | 84.4241 | .3531 | 89.2959 | 26.000 | 1.000 | 47.000 |

APPENDIX 30: MSE of the Ridge Parameters when P=4, n=200 and v=100

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  | Estimators | kl | Mkl1 | Mkl2 | Rkl | Rmkl1 | Rmkl2 |
| .800 | GFA | .4499 | .4499 | .4499 | 1.000 | 1.000 | 1.000 |
| MAK | .9349 | 1.2285 | .4846 | 24.000 | 60.500 | 4.000 |
| MAKMN | .5045 | .6432 | .7259 | 4.000 | 5.500 | 20.500 |
| MAKMD | .4664 | .6978 | .4739 | 2.000 | 13.500 | 3.000 |
| MAKGM | .6167 | .8664 | .4867 | 7.000 | 29.500 | 5.000 |
| MAKHM | .4814 | .7592 | .4689 | 3.000 | 21.500 | 2.000 |
| MRKGM | .5886 | .8664 | .5991 | 5.000 | 29.500 | 11.000 |
| .900 | GFA | .4926 | .4926 | .4926 | 2.000 | 1.000 | 4.000 |
| MAK | 2.2846 | 1.2164 | .5023 | 38.000 | 60.500 | 5.000 |
| MAKMN | .5729 | .5757 | .6767 | 4.000 | 5.500 | 16.500 |
| MAKMD | .4899 | .5928 | .4917 | 1.000 | 13.500 | 3.000 |
| MAKGM | 1.0233 | .6639 | .4817 | 9.000 | 29.500 | 2.000 |
| MAKHM | .5103 | .6094 | .4640 | 3.000 | 21.500 | 1.000 |
| MRKGM | .6295 | .6639 | .6397 | 5.000 | 29.500 | 13.000 |
| .950 | GFA | .5774 | .5774 | .5774 | 3.000 | 1.000 | 4.000 |
| MAKMN | .6229 | .6844 | .6922 | 4.000 | 24.500 | 18.500 |
| MAKMD | .4842 | .6889 | .4835 | 1.000 | 32.500 | 2.000 |
| MAKGM | 2.4242 | .5881 | .5458 | 20.000 | 5.500 | 3.000 |
| MAKHM | .5657 | .6722 | .4447 | 2.000 | 16.500 | 1.000 |
| MRKGM | .7096 | .5881 | .5944 | 5.000 | 5.500 | 5.000 |
| .990 | GFA | .7576 | .7576 | .7576 | 2.000 | 4.000 | 3.000 |
| MAKMN | .7819 | 1.7873 | .8259 | 3.000 | 52.500 | 5.500 |
| MAKMR | 72.6783 | 1.1319 | .8187 | 68.000 | 26.500 | 4.000 |
| MAKMD | .4902 | 1.7950 | .4219 | 1.000 | 60.500 | 1.000 |
| MAKHM | 1.7232 | 1.6874 | .5604 | 4.000 | 44.500 | 2.000 |
| MRKLHM | 2.8897 | 1.6874 | 1.8183 | 5.000 | 44.500 | 21.000 |
| HMKMD | 24.6877 | .7257 | 24.3494 | 32.000 | 3.000 | 48.000 |
| HMKGM | 18.3105 | .4704 | 19.3989 | 29.000 | 1.000 | 45.000 |
| HMKHM | 22.7137 | .6108 | 22.9176 | 30.500 | 2.000 | 46.000 |
| .999 | ASIMOTA | 4.6574 | 4.6574 | 4.6574 | 4.000 | 41.000 | 18.000 |
| GFA | .8587 | .8587 | .8587 | 1.000 | 2.000 | 12.000 |
| MAK | 862.7810 | 1.2061 | .5086 | 70.000 | 25.500 | 2.000 |
| MAKAM | 859.7947 | .8818 | .5088 | 68.000 | 6.500 | 3.000 |
| MAKMN | 2.6223 | 14.1047 | .5148 | 3.000 | 53.500 | 4.500 |
| MAKMA | 864.1987 | 1.2061 | .5148 | 71.000 | 25.500 | 4.500 |
| MAKMR | 862.7184 | 1.1290 | .5071 | 69.000 | 15.500 | 1.000 |
| MAKMD | 1.6458 | 14.1712 | .6364 | 2.000 | 61.500 | 6.000 |
| MAKHM | 18.8563 | 13.1196 | 3.5603 | 5.000 | 45.500 | 17.000 |
| HMKGM | 172.0391 | .4668 | 181.9291 | 26.000 | 1.000 | 47.000 |