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ABSTRACT 

Malaria is a life-threatening disease caused by plasmodium falciparum parasite and 

spread to people from infected mosquitoes. Gene expression data analysis is an essential 

procedure that reveals critical genes responsible for the biological processes involved 

in the infection and treatment of malaria in humans. Ribonucleic Acid Sequencing 

(RNA-Seq) is the technology that generates profiles of transcriptional data. This data is 

fundamental to a variety of scientific and clinical research and applications. The RNA-

Seq data, in its raw form, is however blighted by noise, redundancy and other 

limitations associated with high dimensional data, thus making classification of genes 

challenging due to “curse of dimensionality” and becomes too computationally 

expensive for high dimensional data.  

Numerous approaches have been proposed to address the problem of “curse of 

dimensionality”. For instance, several dimensionality reduction, clustering and 

classification techniques have been suggested for analyzing RNA-Seq data. While these 

techniques detect interesting features in high dimensional data effectively, it is difficult 

to identify the relevant features of genes as there are inherent orthogonal problems, 

causing reductions to maximize its variances and making hidden correlation difficult. 

Essential information hidden in higher dimensions have been ignored, with some data 

loss and making classification output insufficient. The aim of this study is to overcome 

the limitations related to high dimensional data by introducing an optimized hybrid 

dimensionality reduction approach to better uncover relevant features for enhancing 

classification accuracy. GA-O, KNN, SVM, DT, ADA, BOOST, PCA, ICA, BAGGED 

This study involved, two hybrid dimensionality reduction techniques, experimented 

using the Anopheles gambiae dataset. They include an Optimized Genetic Algorithm 
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(GA-O) and Principal Component Analysis (PCA) - (GA-O+PCA), and GA-O with 

Independent Component Analysis (ICA) - (GA-O+ICA). The low-dimensional data 

generated were then classified using the Support Vector Machine (SVM), K-Nearest 

Neighbor (K-NN), Decision Tree and Ensemble classifiers. Experimental results 

showed that (GA-O+ICA) using Ensemble classifier outperformed the other techniques 

with a 93% accuracy. To validate the performance of the proposed work, other 

approaches conducted yielded distinguishing performances of the classification 

accuracy with GA-O+ICA+SVM 91.7%, GA-O+ICA+KNN 90%, and GA-

O+PCA+DT 80% accuracies. This technique outperformed many existing methods and 

is thus very useful in significantly improving the performances of classification 

techniques. This study develops an enhanced approach in terms of computation, the 

obtained results are easily interpreted and can be used for the classification of other 

procedures and ailments. are can being can be a bare can be our can being can be a bare 

Keywords: RNA-Seq; Genetic Algorithm Optimization; Principal Component 

Analysis; Independent Component Analysis; Mosquito Anopheles; Machine 

Learning, Prediction; Support Vector Machine; Decision Tree; K-Nearest 

Neighbor, Ensemble. 
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CHAPTER ONE 

1.0 INTRODUCTION 

1.1. Background of the Study 

Significant aspect of studies in Bioinformatics are influenced by issues relating to 

Deoxyribonucleic Acids (DNA) and Ribonucleic acids (RNA) profiling, as well as genetics 

and genomic epidemiology. Works on genomics entail the generation, analysis, and 

interpretation of enormous amounts of data, structured as a 3-D representation of protein-

protein association (Usman et al., 2017). Practitioners use the results of these analyses in 

predicting, detecting, and understanding ailments, as well as getting insight into probable 

designs of both prophylactic and therapeutic vaccines (Liu et al., 2020).  

Microarray gene expression technology has been deployed widely in the generation of a 

sequence of samples of genes. Microarray technologies are microscopic slides containing 

thousands of prearranged sequences of samples of DNA, RNA, genes, protein, or tissues 

among others that signify the human genomes (Guia et al., 2018). A lot of works have been 

done in microarray to help in identifying human diseases, through the classification of 

microarray data into a standard form of samples (Sheela & Rangarajan, 2018). In recent 

times, however, Ribonucleic Acid Sequencing (RNA-Seq) has been used as an alternative 

to microarray technology in computing gene expression data on diseases, such as; cancer, 

malaria infections, typhoid, and so on (Rao et al., 2019). RNA-Seq is an advanced, 

effective system for gene expression description of organisms which deploys the potentials 

of Next Generation Sequencing (NGS) knowledge. The RNA-Seq is generally more 



2 
 

reliable and preferable to the microarray technology because of the reduced amount of 

noise in the data and the vivid insight it provides on transcriptional features (Zararsız et al., 

2017). RNA-Seq is capable of having a variety of applications, such as; determining 

narrative proofs, identifying, and calculating variations. 

Perhaps owing to the devastating rate of fatalities caused by malaria, several studies have 

been suggested over the past decade on the generation and investigation of gene expression 

data on Anopheles of various species, using RNA-Seq technology (Lee et al., 2018). The 

objective of these efforts are to eliminate or drastically reduce the occurrences and 

transmission of malaria infection in endemic areas, especially the sub-Sahara Africa, where 

it is most prevalent (Bonizzoni et al., 2015). While there are different species of malaria 

vectors, the most pervasive carrier of malaria in West Africa is the Anopheles gambiae 

(Ag) (Hien et al., 2017). The analysis and gene expression of the Anopheles gambiae 

reveals the genetic and molecular properties that offer insights into the management, 

prevention, treatment and control of the malaria parasite (Jiang et al., 2014). Informative 

sequence variation, synthesis detection, and classifications, based on gene expression can 

help discover, differentiate genetic models, and forecast results from the tremendous 

amount of gene expression record that may form in a single path (Witten, 2011). 

Gene expression data generated by RNA-Seq are often high dimensional, due to their 

volume and structure. For instance, RNA-Seq datasets needed for human interpretation and 

gene transcription of diseases are generated in trillions and stored using varying mediums 

(Prathusha & Jyothi, 2017). These data contain noises, redundancy, and other limitations 

associated with high dimensional data. The computation efforts needed for processing such 

data tend to explode exponentially with increasing dimensionality. This phenomenon refers 
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to the “curse of dimensionality” in handling high-dimensional data, a variety of issues arise 

when classifying, arranging, and evaluating high-dimensional data that does not exist in 

lower dimensions. When processing and arranging data in high-dimensions, phenomena 

that does not arise in low-dimensional settings emerges (Chattopadhyay et al., 2019). 

Lower dimensional data, however, increase the possibility of representing and retaining 

some meaningful properties of the original high dimensional data.  It is, therefore, 

imperative to carry out the process of dimension reduction, as a pre-requisite to other forms 

of techniques such as classification (Hira & Gillies, 2015). Dimensionality reduction is a 

helpful and vital method. It endeavors to identify, lessen, distinguish, and show the set of 

recurrent data by altering a high dimensional data into lesser collection of data dimensions. 

Additionally, it also identifies the parsimonious, but important set of variables which help 

improve the classification process of ailments detection (Nguyen & Holmes, 2019). 

Dimensionality reduction may entail either Feature Selection, Feature Extraction (Hira & 

Gillies, 2015). 

Different machine learning procedures are proposed in the literature, for analyzing RNA-

Seq data enhancement. These techniques involve the dimensionality reduction phase, 

which includes feature selection and feature extraction. The classification phase uses 

algorithms for instance Support Vector Machine (SVM), K-Nearest Neighbor (KNN), 

Random Forest, and others (Dagliyan et al., 2011; Luo et al., 2019; Susmi, 2016; Chen et 

al., 2016; Verma et al., 2018; Zahoor & Zafar, 2020). Some up-to-date feature selection 

and feature extraction include Analysis of Variance (ANOVA), Chi-Square, Genetic 

Algorithms, Partial Least Square (PLS), Principal Component Analysis (PCA), Canonical 

Component Analysis (CCA), Independent Component Analysis (ICA), and so on (Xia, 
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2020). Efforts have been made in the literature to improve on the performances of these 

techniques, to effectively enhance their applications for predictions and classification of 

gene expression data. Documented experimental results; however, show that there is still 

room for improvement (Duncan et al., 2020; Kumar, 2014;  Zahoor & Zafar, 2020). 

This study carried out, an optimized hybrid dimensionality reduction procedure, for 

classifying RNA-Seq dataset of malaria vector, Anopheles gambiae. The technique 

improved the genetic algorithm by introducing an optimization routine to enhance the 

prediction of mosquitoes' insecticidal compound classification. The method evaluates and 

compares its performance with state-of-the-art procedures using system of measurement 

such as accuracy, sensitivity, specificity, precision, recall, and f-score. 

1.2. Statement of the Problem 

Clinical data, especially on public health issues such as malaria are generally voluminous 

and can be said to be high dimensional. These data, like other high-dimensional data, suffer 

from problems such as complexity, recurrent inconsistency and “curse of dimensionality”. 

It is therefore hard to determine knowledge and deduce useful information from such non-

structured and complicated sets of data (Parva et al., 2017). For instance, RNA-Seq gene 

expression data are noisy. They contain redundant features, thus making it challenging to 

understand correlations amongst large records of gene information existing in the data. 

(Kong et al., 2008; Luecken & Theis, 2019). High dimensionality is a challenge in 

analyzing RNA-Seq data, especially when correlations among variables are complex. It 

results in problems such as singularity, overfitting, increase in computational costs and so 

on (Hira & Gillies, 2015). RNA-Seq technology needs efficient approaches to for the 
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enormous amount of collected data as well as useful tools to extract meta-data and 

information (Han et al., 2015).  

Development of several dimensionality reduction techniques for RNA-seq data exists. 

Researchers have suggested approaches such as Zero Inflated Factor Analysis (ZIFA), 

Clustering and Dimensionality reduction models, among other methods (Pierson & Yau, 

2015; Zhu et al., 2015; Lachmann et al., 2018). However prevailing approaches are 

incapable of modelling raw count of RNA-seq data and time-consuming, conducting a huge 

number of cells (𝑓𝑜𝑟 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒 𝑛 > 500) (Sun et al., 2019). Feature extraction and 

selection techniques have their limitations. Feature extraction suffers from loss of data 

interpretability and transformation, while feature selection algorithms suffer from 

overfitting, and training time (Hira & Gillies, 2015). Grouping of feature selection and 

feature extraction to form a general model will enhance finding an optimal subset of the 

features (Li et al., 2008; Nisar & Tariq, 2016; Hira & Gillies, 2015). It is essential to 

discover an optimum subset of features among the genes, utilized clinically to reduce the 

data complexity (Dagliyan et al., 2011).  

Hence, there is a need to develop a hybrid dimensionality reduction model to progress the 

performance of RNA-Seq data classification for prediction of insecticidal compounds 

against malaria transmission. 
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1.3. Justification for the Study 

Malaria infection in Africa is a scourge. It is a public health that requires major 

intervention. Several investigators have carried out abundant investigations, existing 

machine learning approaches are not satisfactory enough to tackle malaria transmission in 

human, especially in Africa (Gachelin et al., 2018). One reason adduced to this poor 

performance of machine learning task on gene expression is the high dimensional structure 

of the data; thus, dimensionality reduction techniques have been proposed (Alanni et al., 

2019; Zahoor & Zafar, 2020). While existing approaches are proficient in making high 

accuracies, they still require optimization to achieve better performance (Sun et al., 2020). 

Hence, there is a need for an improved approach, such as an optimized hybrid 

dimensionality reduction approach to improve classification prediction. 

1.4. Aim and Objectives of the Study 

The aim of this thesis is to develop a hybrid dimensionality reduction model for Anopheles 

gambiae RNA-Seq data classification, to enhance insecticidal target discoveries against 

malaria infection transmissions and control. 

The specific objectives required to accomplish the aim of this study includes: 

i. Identifying relevant dimensionality reduction techniques features for improving 

classification performance; 

ii. Developing a hybrid dimensionality reduction technique, using feature selection 

(Genetic Algorithm Optimization) with feature extraction techniques (PCA and ICA) 

algorithms. 
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iii. Simulate the developed model using SVM, KNN, Ensemble and Decision Tree 

classification techniques. 

iv. Evaluating the performance of the model in terms of; accuracy, specificity, precision, 

sensitivity, f-score and computational time. 

1.5. Research Questions  

Premised on the statement of the problem, this study will make investigations on the 

following research questions: 

i. How can an efficient model be evolved to generate a lower-dimensional transcription 

dataset of the Anopheles, proteins, compounds, pathways, and reactions among 

others? 

ii. How can the optimal features generated lead to significant enhancement in RNA-Seq 

data analysis? 

1.6. Scope of the Study  

In this study, machine learning approaches which includes dimensionality reduction 

techniques (GA-O, PCA and ICA) and classification algorithms (SVM, KNN, Ensemble 

and Decision tree) on a publicly available RNA-Seq datasets of the Anopheles mosquito 

were used. The technique used is the MATLAB data mining tool package on a Windows 

Operating system. 



8 
 

1.7. Significance of the Study 

Malaria is an epidemic in Africa. Suggestions of several clinical kinds of research in 

preventing, detecting and predicting the ailment in human are eminent. There is a need for 

proper and better prediction application procedure for human, to help in reducing the death 

rate. This work will contribute immensely to clinical researches on insecticidal targets and 

resistance classification, as well as in the diagnosis and prediction of infectious diseases 

and other RNA-Seq experiments. The developed model will be useful to Computational 

Biologist and will enhance the reliability of insecticide designs. 

1.8. Organization of the Thesis 

The structure of this thesis is ordered as follows: 

Chapter One contains the background of the study, statement of the problem, justification 

of the study, aim and objectives, research questions, the scope of the study and the 

significance of the study. The remaining sections of this study are prepared as follows:  

Chapter Two: The literature review, assesses studies that have been carried out in the aspect 

of bioinformatics, sequence alignment algorithms, machine learning, dimensionality 

reduction, classification, and related works. 

Chapter Three: The methodology gives a detailed description of the existing approach, the 

proposed model, dataset, research design, the layout, and the performance evaluation 

metrics.  
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Chapter Four. The results and findings of the study are discussed. First, the proposed hybrid 

technique is evaluated, and the result compared with existing methods. The findings are 

then discussed. 

Chapter Five: The Conclusion and Recommendation, captures the completion of the study 

by giving a transitory summary of the work done in this thesis with its discoveries and 

supplementary research tips. 
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CHAPTER TWO 

2.0 REVIEW OF LITERATURE 

This chapter presents reviews of the literature: Bioinformatics with essential reference to 

RNA-Seq technology, and machine learning techniques. This study reviews the literature 

and related works on dimensionality reduction and classification techniques.  

2.1. RNA-Seq 

RNA sequencing is one of the critical options in evaluating expression levels (Costa-Silva 

et al., 2017). RNA-Seq is capable of executing previous understanding of the essential 

sequences and permits diversity of applications such as; assessment of nucleotide 

variations, reforming of the transcriptome, methylation prototype evaluation, among 

others. RNA-seq technology contains several advantages that surpass microarray 

technology (Moreno et al., 2009; Conesa et al., 2016). For example; the high intensity of 

data reproducibility throughout the flow-cells, reducing the number of procedural copies 

for research. RNA-seq identifies and enumerates the expression of useful related proteins 

with comparable but distinguishable amino acid sequence, predetermined by miscellaneous 

genes (isoforms) (Agarwal et al., 2010; Chowdhary et al., 2016). The rate of next-

generation sequencing research has fallen significantly in the facet of high-throughput 

sequencing methodologies. A stimulating considerate quantitative and qualitative study of 

RNA-Seq is yet to be realized, specifically comparison with early procedures like the 

microarray technology (White, 1996; Kratz & Carninci, 2014). 
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RNA-Seq is an exceptional expression analysis technology helpful for several particular 

states (Raut et al., 2010; Zhang et al., 2014). With the advancing fame of RNA-Seq 

technology, numerous software and channels have been put in place for gene expression 

analysis from these data (Oshlack et al., 2010; Lee et al., 2018). The invasion of high-

dimensional and noisy information into genetic knowledge has to taunt out the capability 

of lower-dimensional data structure to be critical. Numerous examples have been provided 

recently of how lower-dimensional structure is capable of delivering better insight in the 

biology world, helping as an understanding and visualization tools. Biological data has 

experienced an inundated high-dimensional and noisy data; impressive structures can be 

uncovered using dimensionality reduction techniques in high-dimensional RNA-Seq data. 

Little insight about biological and procedural simulations that can clarify uncovered 

arrangements of individual genes is significant (Simmons et al., 2015; Poostchi et al., 

2018). There is no compromise regarding which methodology is most suitable to certify 

the strength of outcomes in terms of robustness and accuracy. Figure 2.1 shows the RNA-

Seq generation of data. A sampling technique that utilizes next-generation sequencing to 

indicate the existence and magnitude of RNA in a single experiment at a specified instant, 

evaluating the constantly evolving cellular transcriptome. 
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Figure 2. 1 RNA-Seq Data Generation  

Source: Griffith et al., (2015) 

2.2. Machine Learning 

Human attention has always considered the knowledge of intelligent machines. Machine 

learning study and its development adopted comprehensive applications of 

neurophysiology, automation, psychology, mathematics, biology, computer science, 

among others to form theoretical sources, by exploring numerous learning methods, to 

develop an integrated learning structure. Several elementary difficulties of artificial 

intelligence and machine learning are designed, and utilization areas of multiple knowledge 

approaches have continually expanded (Kodratoff & Michalski, 2014). Over the years, 

Facebook, Amazon, Google, Microsoft, Twitter, Netflix, among other international 

Information Technology hulks have exposed the essence of machine learning and enhanced 

its correlated studies (Bell, 2014). 
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Machine learning is a computational technique that uses prior knowledge. It uses past 

information available in the form of digitized labelled training sets, to progress 

performances by the learner and makes specific interpretations. Its value and dimensions 

are significant to the success of predictions by the learner (Mohri et al., 2019).  Predicting 

models involve searching through data for expressions. This is well known in several 

aspects, like online shopping advertisements. It is recommended by the engines using 

machine learning to initialize online advertisements distribution in virtually real-time. 

Other than the modified advertising, further available machine learning uses comprises of 

detection of fraud, filtering spam and phishing, security detection of threats in networks, 

building news feeds and predictive maintenance. 

Machine learning procedures are characterized as supervised or unsupervised learning. The 

supervised algorithms entail the delivering response about the prediction accuracies during 

the training of the algorithms. As soon as the training is complete, the algorithm applies 

what was learned to the new data. While the unsupervised algorithms do not require 

training by chosen result information, subsequently the achievement of a learning 

algorithm is dependent on data usage, machine learning is associated with data 

investigation and analysis. Machine learning methods remain data-driven and combine 

essential ideas in computer science with statistical concepts, optimization and probability 

(Karthik & Sudha, 2018).  

Machine learning methods are efficient and applicable to numerous applications such as 

the network security, bioinformatics, banking, healthcare, economics, transports, among 

others. Bioinformatics and associated medical information are designed and gathered 

unceasingly, notable to the size of data. Innovative methods of big data, genomics, 3D 
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imaging, a biometric sensor, among others. Presenting information, the quick discovery of 

diseases and application of proper cares might diminish patient illness and death. 

Capability to achieve simultaneous investigations in contradiction of extensive torrent 

information transversely in all spheres transform healthcare. Within are information with 

dimensions, speed, diversity, among others (Kashyap et al., 2016).  

Machine learning responsibilities necessitating extensive studies include the following 

(Jagga & Gupta, 2014), Figure 2.2 depicts an overview representation of a machine 

learning approach. The steps involved includes the following: 

i. Classification: classifiers are used for restricted outputs, to limited 

conventional values. 

ii. Regression: regressors predict constant outputs within a range of real values. 

iii. Ranking: ranks are used to yield variation of items in hidden lists, it is a 

fundamental part of various information recovery difficulties, such as document 

retrieval, sentiment analysis, among others. 

iv. Clustering: cluster helps in grouping sets of objects in similar forms. 

v. Dimensionality reduction: helps in transforming the incomplete 

representation of objects into lower-dimensional form while conserving around 

properties of the unique model. 
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Figure 2. 2 Overview of Machine Learning  

Source: Frank et al., (2020) 

2.2.1. Machine Learning in Bioinformatics 

There is a rapid rise in biomedical data dimension in the advent of data mining, and the 

acquisition rate has become stimulating with its predictable investigational approaches. 

Current machine learning methods, for instance, the deep learning, promise to control 

massive datasets for discovering hidden structures and predicting accurately 

(Angermueller et al., 2016). 

Machine learning remains a computing science aspect that trains computational approaches 

acquired from the information. The potentials of machine learning in evaluating biomedical 

datasets helps in improving and exploiting the accessibility of progressively massive and 

high-dimensional datasets by training complex models that capture their structure. The 

learned models discover high-level features, intensify understanding and deliver further 

consideration about the building of the biomedical data (Angermueller et al., 2016). 
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Generally five forms of data are massive in dimensions and utilized severely in 

bioinformatics study (Kashyap et al., 2016):  

i. protein-protein interaction (PPI) information,  

ii. RNA, DNA, and protein sequence data  

iii. Gene ontology (GO).  

iv. Pathway data 

v. Gene expression data 

There are numerous kinds of information such as human ailment system and ailment 

genetic factor connotation system which are very significant for several studies like 

diagnosing ailments. 

In the expression of gene analysis, levels of expressing thousands of protein sequence are 

investigated using diverse settings, for instance, discrete evolving phases of treatments or 

ailments. Expression of gene analysis can distinguish affected genes from infectious bodies 

or diseases, by relating the expression parameters from fit and unfit cells. Analysis 

outcomes are utilized in suggesting biomarkers for diagnosing and predicting diseases, 

among others. Several free database sources are well known, such as the Kaggle, Github, 

Gene Expression Omnibus, NCBI, EBI, Stanford database, among others (Zhou et al., 

2014).  

RNA/DNA sequences are prepared to utilize several investigative approaches to realize 

their attributes, features, structures, evolution and function. Sequence analysis 

methodologies comprise sequential alignments and biological exploration record, among 

others (Zielezinski et al., 2017). RNA sequencing remains mostly utilized as a microarray 
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substitute. Identification of post-transcriptional execution, mutation determination, the 

finding of diseases also exogenic RNAs, and finding Polyadenylation are some of the 

resolutions. Sequence analysis remains efficient than microarray analysis. Subsequently, 

sequence data embeds better-off evidence. It necessitates additional intelligent 

investigative tools with computing systems, to handle a massive volume of sequence 

information, significant sequence records comprise of DNA Information Bank, miRbase, 

among others (Nekrutenko & Taylor, 2012). There is several information the 

bioinformatics domain needs discovery; such as identifying current big data thriving in 

bioinformatics, and an urgent necessity to discourse these diverse kinds of issues. 

2.2.1.1.  Microarray Data Analysis  

The number and size of microarray sets of data remain speedily increasing, owing to 

diminishing cost and prevalent usage of microarray tests. Besides, microarray tests 

designed for gene-sample time-space are conducted towards recording variations in the 

values of expression over a period or multi-phase of diseases. Machine learning knowledge 

is essential for speedy creation of demonstration and voluminous microarray control 

network. One’s gene expression results are collected at various periods of development of 

the disease; genes affected are identified to recognize biomarkers for diseases. In 

Computational terms, the calculation of third-dimension and period renders analytics more 

difficult according to terms of complexity than the initial gene investigation developments 

(Kashyap et al., 2016). 
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2.2.1.2.  Sequence Analysis 

The upsurge in the amount (petabytes) of DNA information explosion has been initiated 

from thousands of generators. DNA sequencing instruments presently are insufficient, 

advancing high output and straightforward design for analysis of DNA sequence with 

transformed motivation for managing big data remains a bioinformatics concern with many 

requests in recent times. The emergence of RNA-seq technology as a durable substitute for 

microarray knowledge, owing to its added precise and predictable expression of gene 

dimensions. RNA-seq information comprises of extra data that are ignored frequently, and 

necessitate composite removal of machine learning procedures. Big data applications are 

used for detecting mutations, exogenous RNA contents and allele-specific expressions, for 

instance, diseases, from RNA-seq data with intelligent machine learning approaches. Next-

generation gene sequencing makes available data on the broad human genome, in 

magnitude orders of more extensive than microarray-based genetic calculation methods. 

Significant procedures remain required to learn precise deviations in genome sequences 

owing to a specific virus and comparing with overall outcomes of similar or dissimilar 

associated diseases (Kashyap et al., 2016). 

Analyzing machine learning data techniques requires the following properties: 

i. Accessible to large size: The method is intelligent to hold a considerable 

amount of information with small dimension complexity and a reduced amount 

of overhead disk. 
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ii. Full high speed: The technique has less complexity of time, intelligent to 

abstract and develops stream information in real period lacking degeneration in 

achievement. 

iii. Translucent to assortment: Big data are semi-organized or unorganized. Most 

conventional machine learning approaches, processing datasets utilizing 

standing illustration, generally generated from one source. Using 

representation, state well-organized feature sets and relations among them. 

Machine learning technique must handle information from numerous sources 

with diverse representation.  

iv. Additive: Machine learning approaches works on the whole sets of data lacking 

system for the state at once, where the set of data is vigorously produced. 

Machine learning technique for big data processing can put into justification the 

unpredictable influx of data and manage these data at the lowest cost, without 

losing consistency. 

v. Dispersed: Machine learning technique requires distributed partial data 

processing and integration of limited results. Big databases distributed 

worldwide; big data analytics are not accessible from only one source. 

In machine learning, two major types of learning approaches exist, known as supervised 

and unsupervised learning approaches (Bhattacharyya & Kalita, 2013). A system learns in 

supervised learning from the collection of class-labelled sets, also known as the training 

set. The attained information is utilized to allocate labels to unidentified items known as 

test objects. In comparison, unsupervised learning approaches are independent on the 
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accessibility of preceding information or class labels training examples. All machine 

learning approaches necessitate dataset preprocessing for effective outcomes. 

2.2.2. Supervised Machine Learning 

Individual dataset samples in supervised learning are a pair of input values with external 

output value (vector), for prediction. Contingent functions are produced by evaluating 

supervised learning procedure training sets. The contingent functions, such as the training 

model, predicts new samples or mapped (Ariga, 2014). 

Classification and regression are supervised learning methods with input vector X, output 

Y, and mission T for learning experiencing E from input X to output Y. Some supervised 

learning procedure categories are listed as follows: (Kuhn & Johnson, 2013):  

i. Ordinary Linear Regression  

ii. Linear Regression 

iii. Penalized Regression  

iv. Multivariate Adaptive Regression Splines  

v. Partial Least Squares Regression  

vi. Nonlinear Regression  

vii. Artificial Neural Networks  

viii. Bagging Tree 

ix. Boosted Tree 

x. K-Nearest Neighbors  

xi. Support Vector Machines  

xii. Regression Trees  
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xiii. Random Forest  

2.2.3. Unsupervised Machine Learning 

Unsupervised learning has no external output but owns the input vector during the learning 

procedure. It finds comparisons between unlabeled dataset samples. Two approaches for 

realizing unsupervised learning exists; indicating achievement over reward systems, and 

the result is completed through exploiting approvals, and not offering clear classifications. 

It also rewards the vectors by performing and reproving the other vectors (Oladipupo, 

2010). Unsupervised knowledge is a data mining algorithm with no exact or improper 

response, making learning maintain results and patterns after running its algorithms. 

Methods of unsupervised learning comprise several learning methods (Wuest et al., 2016), 

figure 2.3 shows the learning approaches: 

i. Clustering  

ii. Expectation-Maximization algorithm  

iii. Latent Variable Models 

iv. Blind Signal Separation methods (for instance, PCA, ICA, Singular Value 

Decomposition, Non-negative Matrix Factorization). 

v. Methods of Moments  
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Figure 2. 3 Supervised and Unsupervised Machine Learning Model 

Source: Greene et al., (2014) 

2.3. Dimensionality Reduction 

Dimensionality reduction has grown to be expected in pre-processing high-dimensional 

Gene expression data knowledge, for example, RNA-Seq, microarray, among others. 

RNA-Seq Gene expression data exhibits a significant sum of features of genes concurrently 

with small samples. Much information on genes is frequently made available to a learning 

algorithm for constructing and fetching an absolute description of the classification task. 

Most often, genetic factors are unrelated or unnecessary to learning studies. It deteriorates 

the precision and train speed, which results in the issue of overfitting (Ding et al., 2018). 

Consequently, RNA-Seq data dimension reduction is a critical preprocessing stage for 

prediction and ailment classifications. A variation of dimensionality reduction methods has 

been suggested to differentiate genes having influence directly on various machine learning 

procedures for the classification, getting rid of residual ones. This study defines the 

dimension reduction method organization with its features, evaluation principles, pros and 
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cons and suggests an analysis of several dimension reduction methods for RNA-Seq data 

expression (Qi et al., 2020).  

RNA-Seq data classification, has a significant complexity with most of the machine 

learning methods, which it is acquiring training through a massive amount of genetic factor. 

A lot of features (genes) are frequently made available to a learning procedure, for building 

a comprehensive classification task description. The applications of machine learning, with 

the aspect of features, has expanded in variables or features used in those applications. 

Several machine learning methods are developed to address the problem of reducing 

unrelated and redundant features which are burdens for different motivating tasks (Aziz et 

al., 2017a). High dimensional data are challenging. They contain substantial computational 

rate and usage of memory (Jindal & Kumar, 2017). 

In machine learning, dimensionality reduction comprises of feature selection and feature 

extraction procedures. Feature selection technique discovers related features from a unique 

set of information using objective measures, to lessen the amount of features and to 

eliminate the unrelated, redundant and noisy features from high-dimensional data (Cheng 

et al., 2015). Feature extraction method obtains the most relevant data from unique data 

and denotes data in lesser dimensional space; it picks new feature sets and transforms its 

features into a direct or indirect grouping of unique features (Arul & Elavarasan, 2014). 

Dimensionality reduction techniques are vital, and they are used to lessen the features of 

original information, it may be used remotely or in combination to improve performances 

such as accuracy among other parameters. 
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2.3.1. Feature Selection 

Feature selection is labelled a variable selection, an attribute selection, or a variable subset 

selection. It is the process of picking subsets of pertinent features from a huge set of 

information to advance classification performance (Jovic et al., 2015). 

Feature selection have been extensively utilized in preprocessing data for machine learning 

technology, and fundamentally utilized for reducing information by getting rid of unrelated 

and unnecessary features in a data (Jain & Singh, 2018). Feature selection is a 

dimensionality reduction technique that improves the clarity of information benefiting 

precise data, trims downtime of training the learning algorithms, improves prediction 

performance and enhances visualization of data. Feature selection consists of three relevant 

variable selection types; Filter approaches, wrapper approaches and embedded approaches 

(Jindal & Kumar, 2017). Diverse learning algorithms perform proficiently and provide 

better precise results when data holds non-redundant and significant attributes. Datasets 

have a considerable amount of unrelated and unnecessary features. There is a necessity for 

a proficient feature selection technique in extracting relevant features. Feature selection 

methods are essential for selecting revealing genes proceeding to the classification of 

RNA-Seq data for prediction and diagnosis of diseases, to advance the classification 

accuracy (Aziz et al., 2017a).  

There are numerous feature selection procedures applied to malaria vectors among other 

ailments, such as typhoid, tuberculosis, diarrhea, measles, among others. Filter, wrapper, 

ensemble and embedded systems remain its forms of techniques (Hira & Gillies, 2015). 
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Before models are employed on data, eliminate noisy and unreliable information to fetch 

precise outcomes in a lesser amount of period. Reducing the dimensionality of a set of data 

is of principal significance in applications. Furthermore, if the most significant features are 

picked, the difficulty reduces exponentially. Numerous feature selections methods have 

been applied on multiple ailment datasets. Exploring relevant proofs, application of feature 

selection approaches has been carried out on medical records to predict several 

degenerative diseases such as heart disease, diabetes, hypertension, strokes, among others. 

Numerous algorithms for learning perform proficiently and gives more precise outcomes 

if the information comprises of more essential and necessary attributes (Chaturvedi et al., 

2018). As healthcare sets of the data content of a huge amount of unnecessary and 

unsuitable features, an effective feature selection method is required to abstract appropriate 

and exciting features. Feature selection system for classifying gene expression data model, 

utilized information depth to limit gene markers suitable for tumor (Pavithra & 

Lakshmanan, 2017; Wenyan et al., 2017). They explored an interval-based feature 

selection technique for two-biological-group classification delinquent. Bhattacharyya 

interval was employed for picking gene markers (Bhattacharyya & Kalita, 2013). To 

measure dissimilarities in the gene expression levels amongst collections. They utilized 

SVM classification on the fetched genes marker, genes marker selection and classification 

performances are demonstrated using the simulation training and real data investigation. 

 

 

 



26 
 

2.3.1.1.  Filter-Based Feature Selection Method.  

Filter-based feature selection is based on a particular evaluation principle (Kumar, 2014); 

it is a non-dependent approach, giving various performance on prediction. Filter based 

approach provides rapid and proficient results on execution. As a result, they are ideal for 

big databases. They perform efficiently with huge databases, computationally less 

expensive and efficient. Filter approach provides performance of results very fast with a 

high-quality overview, and it is low computational complexity (Hasan & Adnan, 2012). 

They pick subsets of features by using relevant model learning algorithm and ranks features 

on assessment condition basis. They depend on the fundamental uniqueness of data, and 

their variable selection procedure requires execution formerly utilizing this approach, they 

use statistical techniques for conveying scores to features due to their robustness against 

over-fitting in comparison to other methods and procedures (Hazrati et al., 2013). 

The drawback of these approaches is that no attention is paid to the classification 

interaction, feature dependencies and failure in picking the most ''useful" features (Chen et 

al., 2010; Lavanya et al., 2014). Filter method also has several drawbacks because it pays 

no consideration on the classifier's interaction, features are not considered, and neglects 

several features not functional themselves but valuable when shared. Filter algorithms are 

evaluated on different criteria; distance, information, dependency and consistency (Kumar, 

2014). Filter based feature selection comprises of the following relatively RNA-Seq 

beneficial better performance algorithms (Jain & Singh, 2018). ANOVA, T-test feature 

selection, Information gain, Genetic Algorithm, Fisher score, Chi-squared test, 

Correlation-based Feature Selection, among others. Algorithm depict the filter feature 

selection algorithm (Ghareb et al., 2016). 
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2.3.1.2.Wrapper-Based Feature Selection Method  

Wrapper-based feature selection picks features by giving proper consideration to the usage 

of knowledge algorithm. The significant benefit over filter methods is locating the major 

constructive features, and best-selected features are carried out for the learning system 

(Kumar, 2014). Wrapper-based feature selection method explores the best subset in a 

feature by taking into account the learning system to be used. It utilizes accurate classifier 

to estimate the selected features class, the classifier runs severally to evaluate the value of 

the features, in terms of the accuracy of a model, scoring is assigned. A wrapper-based 

method performs an optimal selection of features. It calculates the estimated accuracy for 

the particular feature using the partiality of the training system to pick features of the 

learning algorithm (Alelyani et al., 2018; Tang et al., 2014). Wrapper method considers 
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reliance along with features. It has an enhanced presentation in terms of predictive metrics, 

improved classifier relations, and optimizes the classifier performance and provides a 

better precise outcome in contrast to filter approaches (Maldonado & Weber, 2009). 

However, there is difficulty in utilizing additional learning algorithms, resulting from the 

needs of executing the algorithms over again. More computational complexity is 

encountered with a larger time of implementation. Over-fitting of the dataset, huge 

computational resources, expensive than filter methods computationally, lacks generality, 

and large datasets are less scalable. Wrapper based methods are complex and result in over-

fitting on small training datasets. Procedures that may be useful to RNA-Seq are; Simulated 

annealing, Sequential forward selection, Genetic Algorithms, Recursive feature 

elimination method, backward elimination Method, among others (Jain & Singh, 2018). 

Algorithm 2.2 depicts the wrapper-based feature selection algorithm (Sahu et al., 2018). 
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2.3.1.3.   Embedded Feature Selection Method  

The embedded feature selection procedure is generally steered by the learning technique 

search recognized as the nested-subset technique (Kumar et al., 2015). It evaluates the 

''worth" of feature subsets, then the feature selection procedure is carried out as a training 

progression (Hira & Gillies, 2015). They work specifically for enhancing the execution of 

the learning procedure using data obtainable then generates solutions quicker. Search is 

steered by learning procedure in this method by carrying out the training process, the 

services of filter and wrapper methods are aggregated and precise to the learning machines. 

They stand computationally inexpensive and prone less to over-fitting. They stand better 

classifiers with its dependencies between features capturing effectively, available data 

usage and providing faster solutions. 

Moreover, the computational complexity is better (Kumar et al., 2015). Its major limitation 

is taking dependent classification decisions, hence affecting the selected features by the 

hypothesis that the varying classifiers (Peng et al., 2010). They are specific, with poor 

simplification, considerate selection of appropriate features for classifier usage and 

computationally costly. Embedded feature selection methods include; Decision Trees 

"ID3, C4.5/5.0 algorithms", CART-Random forest algorithm, LASSO technique, SVM-

Recursive Feature Elimination approach, Elastic Net, Artificial neural networks, Ridge 

Regression, Weighted Naïve Bayes, Feature selection with SVM weighted vector, 

Sequential Forward, Selection (SFS), among others. Algorithm 2.3 and Figure 2.4 depicts 

the embedded feature selection algorithm and feature selection mechanisms respectively 

(Aziz et al., 2017). 
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Figure 2.4 Feature Selection Mechanisms and Approaches  

Source: Aziz et al., 2017 
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2.3.2. Feature Extraction 

Feature extraction is an intelligent substitute to feature selection, for diminishing sizes of 

huge- dimensional information. In literature, it is known as “Feature projection or 

construction” on a lower-dimensional-subspace. Feature extraction method changes the 

original feature in lesser dimensional space; in this way, problems are represented in a more 

discriminating (informative) space that makes the further analysis more efficient. Two 

main categories of feature extraction algorithms known as the linear and non-linear 

approaches exist. Linear approaches are usually faster, more robust and more interpretable 

than non-linear methods. The non-linear methods discover complicated structures of data 

(embedment’s) where linear methods fail to distinguish (Bartenhagen et al., 2010). 

Feature extraction is used in obtaining new latent optimal component features from a given 

dataset by transforming the data into a reduced complexity form of features. It gives a frank 

data illustration of the respective variable in a feature subspace as a grouping of linear input 

variables. Furthermore, feature extraction is a general method, with various procedures 

existing, for example; PCA, Non-Linear PCA, Self-Organizing Map (SOM), Ant Colony 

Optimization, ICA, Locally Linear Embedding (LLE), Kernel-PCA, Local Directional 

Pattern (LDP), Linear Discriminant Analysis (LDA), among others (Jindal & Kumar, 

2017). PCA is the most common and extensively utilized feature extraction approach, 

presented by Karl (Nandhini & Porkodi., 2019). It consists of orthogonal conversion for 

models fitting to connected variables with linearly uncorrelated variables models.  
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2.3.3. Hybrid Methods for Dimension Reduction  

Hybrid examination method has been utilized for dimension reduction, due to its rewards 

of both filter/extraction and wrapper technique (Huang & Lowe, 2007). A hybrid 

dimension reduction system involves two phases, with the initial phase, a filter/extraction 

technique are utilized to recognize best appropriate features of the sets of data. The next 

phase institutes another method to validate the earlier recognized germane feature subsets 

by confirming the method to give higher classification accuracy rates (Aziz et al., 2017). 

It utilizes different assessment conditions in diverse search phases, to advance the 

classification efficiency and accuracy with improved computational performance. In 

hybrid exploration procedure, the initial feature subset is picked or removed, based on the 

filter or extraction technique and after other techniques are utilized to pick the concluding 

feature set. Hence, due to the computational rates, hybrid methods have become suitable 

due to the utilization of reduced feature sizes, authors have lately utilized the hybrid 

technique in solving the issues of dimensionality reduction in the RNA-Seq technology 

(Yong et al., 2016). 

2.4. Classification 

Classification methods have been established, approved, and useful for distinguishing and 

analysis of data. In recent time, innovative session of ranked probabilistic representations 

based on several classification techniques has to turn out to be one of the trending insights 

for analyzing data. These representations are initially established utilizing gene expression 

data, and additionally enhanced for classification difficulties under a combining outline. 

Unambiguously, an accommodative algorithm with an arranged structure is constructed to 
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fetch suitable highlighting kernels, to determine possibly important genes, and make best 

prediction classes for disease with related classification subsequent probabilities (Guia et 

al., 2018). 

In recent years, numerous classification algorithms for data have evolved and improved 

from recent machine learning systems. A lot of researchers in the past have ardent their 

hard work to the learning of ensemble-decision tree classification approaches. This 

approach combines decision trees produced by many training sets through re-selecting the 

training sets. Boosting, Bagging, and Random forest is recognized ensemble approaches in 

the machine learning area (Almasri et al., 2019). 

Classification methods can be utilized in gene expression analysis to foretell model 

phenotypes premised on patterns of gene expression. Although innovation and precise gene 

expression classification tools are developed continually, the dominant form of prediction 

systems offers operative tools (Dudoit et al., 2002), suggested an applied evaluation of 

approaches for classifying tumor gene expression data. 

Dataset samples belong to classes like the malignant or non-malignant dataset. Its goal is 

classifying samples and yielding classified samples grounded on its measurements in RNA-

Seq. Classifier training of high-dimensional datasets is a great challenge receiving varieties 

of consideration from researchers. A standard way of addressing these challenges are 

majorly done by using pre-processors and applications of classification algorithm that 

controls the complexity model through regularization (Mohamed et al., 2016). Machine 

learning is an approach that scientifically addresses some questions such as, how systems 

can be programmed to learn and improve using knowledge inevitably. Learning is not 
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measured as an actual learning process but identifying multifaceted designs and making 

intelligent conclusions built on data. Machine learning advances procedures that realize 

knowledge from precise data and knowledge, grounded on principles of computation. 

Classification aims to develop rule decisions that distinguish among models of distinct 

classes grounded on the profiles of the gene expression. Discovering important rules of 

classification to achieve the task of classification is fit for medical investigations. Some of 

the extensively utilized classifiers are Decision Tree, Neural Network, Bat Algorithm, 

Artificial bee colony, Particle swarm optimization, SVM, K-NN, among others (Sumathi 

et al., 2012), Table 2.1 and Table 2.2 show the characteristics of dimensionality reduction 

techniques. 
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2.5. Dimensionality Reduction Approaches 

Table 2. 1 Feature Selection Algorithms with Their Respective Characteristics. 

Feature 

Selection 

Method 

Algorithms Characteristics Limitations Assessments 

Filter-Based 

approaches 

Correlation-

based feature 

selection 

(CBFS) (Alzubi 

et al., 2018). 

Assesses subsets 

considering the 

predictive skill of 

its features 

individually with 

their quality of 

correlation or 

redundancy 

It is feature 

dependent but 

slower than 

univariate 

techniques. 

Heuristic merit 

 Mutual 

Information 

(Hira & Gillies, 

2015) 

Examined most 

probable cancer-

associated genes, 

to enhance 

classification 

accuracy 

Evaluate features 

and class 

dependencies. 

Features 

contribute to 

classification 

redundancy 

(Pavithra & 

Lakshmanan, 

2017). 

Symmetric 

relationship 

 Analysis of 

Variance 

(ANOVA) (M. 

Kumar et al., 

2015) 

The dependent 

variable is 

continuous and 

categorized as 

nominal or ordinal. 

Its data are 

normally 

distributed 

It gives an 

overall test of 

equality of group 

means. It tests 

against the 

specific 

hypothesis. 

Hypothesis test 

 

 

Information 

Gain (Uysal & 

Gunal, 2012). 

It measures known 

features of relevant 

and predicted 

Information; 

features often 

occurring in 

It evaluates 

based on 

entropy, and it 

involves 

mathematical 

theorems, 

complex theories 

Ranking 
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positive samples 

can be obtained. 

and entropy 

formulas. 

 Chi-Square 

(Arul & 

Elavarasan, 

2014) 

evaluates 

correlation among 

two variables and 

limits if 

independent or 

correlated 

  

Wrapper 

Based 

Approaches 

Genetic 

Algorithm 

(Pavithra & 

Lakshmanan, 

2017) 

By getting a set of 

sequences to 

describe possible 

answers, it imitates 

mutation and 

integrates it to 

create more fits. 

Produce a 

random 

population 

search. But has a 

lower training 

time 

Crossover and 

mutation 

 Recursive 

feature 

elimination 

method 

(Nalband et al., 

2016) 

Backward 

selection of 

predictor fitting 

models and 

removing weakest 

features. 

Comprises of 

essential 

partition 

predictors. 

Ranks features 

are based on the 

order of 

elimination and 

multicollinearity. 

Greedy 

optimization 

 

Embedded 

approaches 

Info Gain-SVM 

(Sivapriya & 

Kamal, 2013) 

Selects attributes 

and improves 

correlation 

Diminishes the 

outcome of 

partiality 

resultant from 

information gain. 

Corrects 

attributes allows 

extensiveness 

and consistency 

of attribute 

values. 

Wavelength 
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 SVM-Recursive 

Feature 

Elimination 

(RFE) (Hira & 

Gillies, 2015) 

makes implicit 

orthogonality 

assumptions; it 

considers a 

combination of 

univariate 

classifiers. 

The decision 

function is based 

solely on support 

vectors with 

“borderline” cases 

characterizing 

“typical” cases. 

lower risk of 

overfitting 

ranking 

criterion 

 

 

Table 2. 2 Feature Extraction Algorithms and Their Respective Characteristics. 

Feature 

Extraction 

Algorithms 

Algorithms Characteristics Limitations 

Unsupervised or 

Nonlinear 

Learning 

Approach 

Principal 

Component 

Analysis (Pinto da 

Costa et al., 2011) 

Selects the most 

important genes and 

identifies 

transcriptional 

programs 

by extracting groups 

of genes covering 

across sample sets. 

Each variable number 

taken do not have the 

same status and where 

information may be 

containing noises and 

outliers. 

Supervised or 

Linear Learning 

Approach 

Independent 

Component 

Analysis (ICA) 

(Lucas, 2013) 

New variables are 

limited in the S rows, 

variables detected are 

linearly poised 

independent 

components. 

Blind separation of 

independent bases from 

their linear grouping 

 Partial Least 

Square (PLS) (Tan 

et al., 2014) 

An insignificant 

number of hidden 

features determined 

it. It goes for 

determining the 

unrelated linear 

conversion of the 

preliminary indicator 

features with high 

covariance and 

response features. 

Inherent components, PLS 

requires y response 

characteristics, the 

validation task, it repeats 

conceptual matrix X, the 

knowledge modeling 

operation. Optimizing 

covariance between 

variable 𝑦 and primary 

predictor variables 



38 
 

2.5.1. Genetic Algorithm (GA) 

GA is a capable process used in examining the appropriate high dimensional dataset 

features. Evolving GAs are wrapper-based methods of feature selection. There are many 

uses of parameters for genetic algorithms whereby mutation and crossover operatives 

typically remain related to the concepts of binary parameters. The use of a genetic 

algorithm recognizes suitable characteristics (Duval & Hao, 2010). The RNA receives the 

related number of components describing characteristics with values of 1 and 0 as selected 

and unselected. Presenting the value of features, GA is used to find an optimal set of 

attributes with voted specific usability function classification estimates. In Algorithm 2.4, 

the generalized GA framework is specified by adopting (Shukla et al., 2019): 

Algorithm 2.4. Genetic Algorithm 

Involve: Prime the parameters bPop = a, tmax, t = 0; 

Certify Optimum feature subset with the highest fitness rate. 

 1: while (t<=tmax) do 

 2: Create pop a, tmax; 

 3: For c = 1 to a do 

 4:  Parents [a1, a2] = system selection (a, nPop) 

 5:  Child = Xor[a1, a2] 

 6:  M u = mutation {Child} 

 7: End for 

 8: Swap a through Child1, Child2, …, Childa 

 9: t = t+ 1; 

 10: End while 

 11: Store Highest fitness value; 
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a is a population dimensions, r = random sum lying lined by 0 - 1, process chrome 

signifies, picked or unpicked feature through, aid of threshold δ sets the rate to be 0.5, and 

α = selected features of threshold value. The key difficulties of the specific technique are 

picking the determined suitable features from recognized datasets figure 2.8 shows the 

Genetic algorithm flowchart. 

 

Figure 2. 5 Flowchart of a General Genetic Algorithm  

Source: Momeni & Abadeh (2019) 
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2.5.2. Principal Component Analysis (PCA) 

A broadly utilized unsupervised feature extraction dimensionality decrease procedure 

because of its simplicity (Sofie, 2017). It utilizes a straightforward procedure to implant 

information into a linear subspace of lower dimensionality. PCA plans each occurrence of 

the specified dataset existing in a dimensional space to a j dimensional subspace where j < 

a. The set of j new dimensions produced are recognized as the Principal Components (PC), 

and all principal component remains matched to determined variance without the variance 

previously represented in the primary components (Keerthi Vasan & Surendiran, 2016). 

PCA is widely the most prevalent (unsupervised) linear technique; it builds a low-

dimensional illustration of the information depicting an abundance of the difference in the 

information as could be expected. It is carried out by discovering a linear premise of 

decreased dimensionality for information; the volume of difference in the information is 

greatest. PCA computation transformation matrix U adopted Rasan & Mani, (2015) and 

given as: 

𝑈 = (∑ (𝐵𝑖 − 𝑙)(𝐵𝑖 − 𝑙)𝑆𝑛
𝑖=1 )     2.1 

Where; n is the instances; Bi is the i-th instance; l is the mean vector of the input data. 

The given high-dimensional input data are standardized as each attribute falls within the 

same range, to ensure that all attributes with larger domains in the data do not overwhelm 

attributes with little domain. PCA computes the symmetrical vector, which gives a premise 

to standardized data. 
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The input data are a linear combination of PC. It is arranged in diminishing order of their 

quality or criticalness, the size of data can be decreased by weaker component, implying 

that PCs with lower variance. 

Adopting Shon et al., (2019), the model mean x̄ and information covariance matrix S are 

as below: 

�̅� =  
1

𝑁
∑ 𝑋𝑛

𝑁
𝑛=1       2.2 

𝑆 =
1

𝑁
∑  𝑁

𝑛=1  (𝑋𝑛 −  �̅�)(𝑋𝑛 −  �̅�)𝑇    2.3 

Equation 2.2 and 2.3 assumes the component vector on the principal subspace exploiting 

the variance of an assumed set of data is shown in equation 2.4. 

𝑆𝑢𝑖 = 𝜆𝑖𝑢𝑖𝑢𝑖  𝑇 𝑆𝑢𝑖 = 𝜆𝑖       2.4 

The vector maximizing the variance of a predictable data develops an eigenvector, ui, of 

matrix S, and maximal variance dimensions in the path of the eigenvector develop the 

eigenvalue λi. Principal subspace collected for the principal component resultant from PCA 

is M eigenvectors bits of maximal eigenvalues for matrix S. Figure 2.9 shows the flowchart 

for PCA algorithm.  
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Algorithm 2.5. Principal Component Analysis (PCA) Source: Shamir, (2009) 

PCA procedure (X, k): top k eigenvectors  

1: X = N × m matrix data,  

2:  … respectively data point xi = column vector, i=1...m  

3:  𝑋 =  
1

𝑚
∑ 𝑋𝑖

𝑚
𝑖=1  

4: X ← Deduct mean 𝑋 from the respective column vector 𝑋𝑖 in 𝑋   

5: Σ ← XXT … covariance matrix of X  

6: {λi , ui }i=1..N = eigenvectors/eigenvalues of Σ ... λ1 ≥ λ2 ≥ … ≥ λN  

7: Return { λi , ui }i=1..k  

8: top k principal components 

 

 

Figure 2.6 Flowchart of the PCA  

Source: Souza et al., (2019) 
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2.5.3. Independent Component Analysis (ICA) 

ICA is a valued extensive of PCA and conservative since, visor independent separation 

bases from linear grouping (Tan et al., 2014). The fact of ICA possesses uncorrelation of 

overall PCA. Assembled n x p on information matrix X, with rows ri (j=1…, n) calculates 

to observed variables and columns cj (j=1…, p) are objects of consistent variables, ICA X 

model is as follows: 

𝑋 = 𝐴𝑆       2.5 

With a comprehensive indication, A = n x n fusion matrix, where S = n x p is a basis matrix 

with the need of statistical independent conceivable. Independent components are original 

variables reserved in the rows S. Variables spotted are linearly composed of independent 

components. The independent components realized by learning the exact linear groupings 

of the observed variables, subsequently joining can be reversed as:  

𝑈 = 𝑆 = 𝐴 − 1𝑋 = 𝑊𝑋     2.6 
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Algorithm 2.6. Independent Component Analysis (ICA)  Source: Ke et al., (2015) 

1: Relate observed signs  to remove its mean; 

2: Diminish the detected signs; 

3:  Choose an initial value for , generally let ; 

4: Take arbitrary preliminary vector  of norm 1; 

5: Update the Lagrange multiplier ; 

6:  Update the de-mixing vector : where  is the learning rate; 

7: Normalize the  by ; 

8:  While detecting the second increment of  or minus , then restart the algorithm 

from Step 3 with a new initial  by deflationary orthogonalization technique, figure 

2.10 shows the ICA algorithm framework; 

 

Figure 2.7 ICA Algorithms Framework  

Source: Kong et al., (2018) 
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2.5.4. Support Vector Machine (SVM)  

SVM is a machine learning procedure presented by Vapnik in 1992 (Aydadenta & 

Adiwijaya, 2018). The algorithm works with points of discovering the top hyperplane 

isolating between the input space classes. SVM is a linear classifier; it is created to function 

with nonlinear difficulties by joining kernel ideas in high-dimensional workplaces. In non-

linear issues, SVM utilizes a kernel in training the data to spread the dimension widely. 

When the dimensions are tweaked, SVM will look for the optimal hyperplane that can 

separate a class from different classes. As indicated by the adoption of Aydadenta and 

Adiwijaya (2018), the procedure to locate the best hyperplane utilizing SVM is as follows: 

i. Let 𝑦𝑖 ∈ {𝑦1,𝑦2, … , 𝑦𝑛}, 𝑤ℎ𝑒𝑟𝑒 𝑦𝑖 𝑖𝑠 𝑡ℎ𝑒 𝑝 − 𝑎𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒𝑠 𝑎𝑛𝑑 𝑡𝑎𝑟𝑔𝑒𝑡 𝑐𝑙𝑎𝑠𝑠 𝑧𝑖 ∈

{+1, −1} 

ii. Assuming the classes +1 and -1 can be separated by a hyperplane, as defined in 

equation 2.7: 

v.y + c = 0        2.7 

From equation (2.7), Equations (2.8) and (2.9) are gotten as:  

𝑣. 𝑦 +  𝑐 ≥  +1, 𝑓𝑜𝑟 𝑐𝑙𝑎𝑠𝑠 + 1    2.8 

𝑣. 𝑏 +  𝑐 ≤  −1, 𝑓𝑜𝑟 𝑐𝑙𝑎𝑠𝑠 − 1     2.9 

Where y is the input data, v is the ordinary level and c is the positive relation to the center 

coordinate fields. 
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SVM intends to discover hyperplanes that maximize margins between two classes. 

Intensifying boundaries is a quadratic program design problem resolved by discovering the 

nominal points. The benefit of SVM is its dimensions to achieve an extensive collection of 

classification difficulties in high dimensional data (Soofi & Awan, 2017). 

Relating to supplementary methods of classification, SVM is prominent, with its brilliant 

classification competence (Baharudin et al., 2010). SVM is grouped into linear and non-

linear separable. SVMs has kernel functions that change information into an advanced 

dimensional space, making it conceivable to accomplish separations. Kernel purposes are 

classes of procedures for design investigation or identification. Training vectors 𝑥𝑖 is 

recorded into higher space of dimension by capacity Ф. SVM discovers a linear unravelling 

hyperplane with maximal high-dimensional space. C > 0 is the consequence parameter of 

fault period.  

Several SVM kernels exist like; the polynomial, linear, Sigmoid, Gaussian, String Kernels, 

Radial basis function (RBF), and so on. The result of a Kernel hinges on the present 

problem since its hinges on hat models are analyzed, a couple of kernel functions are 

admirably in for a wide assortment of applications (Suksut et al., 2019; Bhavsar & Panchal, 

2012). The prescribed kernel function for this study is the SVM-Polynomial and Gaussian 

Kernel. 

2.5.4.1.  SVM-Gaussian Kernel Functions 

Gaussian kernel (Vanitha et al., 2015) is compared to a general smoothness supposition in 

all k-th order subordinates. Kernels coordinating a certain prior recurrence substance of the 

data can be developed to reflect earlier issues in learning. Each input vector x is mapped to 
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an interminable dimensional vector including all degree polynomial extensions of x's 

components. 

2.5.4.2.  SVM Polynomial Kernel Functions 

A polynomial kernel model features a combination to the directive of the polynomial. 

Radial basis functions permit circles in disparity with the linear kernel, which permits just 

selecting lines (or hyperplanes). 

𝐾(𝑦𝑎, 𝑦𝑗) = (𝛾𝑦𝑎
𝑆𝑦𝑏 +  𝑞)𝑒 , 𝛾 > 0    2.10 

2.5.4.3.  SVM-Linear Kernel Function  

Linear is the least complex kernel function. Assumed by the inner produce (a,b) in addition 

to a discretionary constant K.  

𝐾(𝑦𝑎, 𝑦𝑏) = 𝑦𝑎
𝑆𝑦𝑏      2.11 

2.5.4.4.  SVM-RBF Kernel Function  

In SVM kernel functions, a, γ, and b are kernel constraints, RBF is the fundamental kernel 

function due to the nonlinearly maps tests in developed dimensional space, compared to 

the linear kernel, it has reduced hyperparameters compared to the polynomial portion. 

𝐾(𝑦𝑎, 𝑦𝑏) = 𝑒𝑥𝑝 (−𝛾||𝑦𝑎, 𝑦𝑏||  2), 𝛾 > 0 
    2.12 

2.5.5. Ensemble Classifier 

An ensemble classifier trains unconnected subgroups of training data, varied constraints of 

the classifiers, having various feature subsets, in arbitrary subspace models (Nagi & 
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Bhattacharyya, 2013). The ensemble contains integrating results of diverse classifiers 

producing a conclusion. It is commonly used to gain very accurate outcomes. The ensemble 

classifiers are relatively common in machine learning complications and are dynamic in 

bioinformatic works. Classification decision is attained by integrating decisions of 

respective classifiers (Sheela & Rangarajan, 2018). 

Ensemble method is a machine learning system that associates results to enhance the 

performance of the overall classification. Numerous relationships in reviews signifying 

similar suggestions have been revealed such as; the multi-strategy knowledge, 

combination, integration manifold classifiers, combination, committee, classifier synthesis, 

and so on.  The ensemble as a classifier possesses overall enhanced performance than the 

discrete-based classifiers (Nti et al., 2020). The proficiency of ensemble methods are 

enormously reliant on nonconformity of faults dedicated by distinct learner. Ensemble 

methods performance center on the accuracy and variation of base learners, having mutual 

methods; the bagging and the boosting. 

2.5.5.1.  Bagging 

Bagging (bootstrap aggregating) uses the training samples by implicitly modifying specific 

T-training details by N- objects. Additional training sets are regarded as bootstrap, and it 

modified by using instances that do not occur while others occur multiple time. The 

concluding classifier C*(x) is made by combination of Ci(x) where all Ci(x) is an equal 

vote (Boutaba et al., 2018). 
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2.5.5.2.  Adaptive Boosting  

Adaptive Boosting (Ada-Boost) method possesses training information. Initially, 

algorithms allocate xi instances completely with equivalent weight. Each iteration i, 

procedure knowledge tries in diminishing weighted fault on trained set by yielding a 

classifier Ci(x). Ci(x) weighted error is designed, also beneficial in notifying weights on 

the xi training instances. The xi weight increases by giving effects on classifier’s 

performance allotting high weightiness for misclassified xi with an insignificant weight for 

adequately classified xi. Definitive classifier C*(x) is done by weighted division of distinct 

Ci(x) interpreting accurateness made on weighted sets of training ( Tan & Gilbert, 2013). 

Implementing Kowsari et al., (2019), boosting procedure for datasets, by training strategic 

multi-models (ensemble learning). These developments give rise to AdaBoost, by 

presuming Dt construct such that D1(i) = 
1

m
 given Dt and ht: 

Di+1{i} =  
Dt(i)

Zt
 X {

e−αt  ifyi =  ht(xi)

eαt   ifyi ≠  ht(xi)
     2.13 

=
Dt(i)

Zt
exp (−αyiht(xi))      2.14 

Where Zt positions to the control factor and αt are stated as;  

αt =
1

2
in(

1−∈t

∈t
)       2.15 

Ensemble classification methods namely: The Weighted Averaging, Maximum Vote and 

Average. The Maximum Vote exists (Guzman et al., 2015). Ensemble learning takes four 
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innovative grouping methods; Stacking, Blending, Bagging, and Boosting (Nisioti et al., 

2018). 

2.5.6. Kth-Nearest Neighbours (K-NN) 

Gene information can be classified using K-NN algorithm, which is known as a supervised 

learning system, the product of innovative instance request can be classified grounded on 

mutual K-NN set as shown in Algorithm 2.4. K-NN system utilizes classification locality 

as an approximation rate of new instance query (Li et al., 2012). 

The determination of the K-NN algorithm is classifying new entities grounded on training 

and attribute samplings. Classifiers do not use appropriate templates but only memory-based 

ones. Selected functions are considered to be module inputs. Kth (sum of nearest neighbours) 

values are picked contiguous to query idea. Distance is measured among the query-instance 

and training models, sorted, and the nearest neighbours based on Kth lowest distance is 

discovered. Group Y is assembled from the nearest neighbours, and the modest common 

grouping of the nearest neighbours as a prediction rate of the query instance is utilized. Short 

bonds may be fragmented randomly (Bose et al., 2016). 
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Algorithm 2.4: K-Nearest Neighbour for Source: Wagner et al., (2017) 

Input:  

 b, the sum of genetic factor.  

 a, the sum of cells.   

 X, ap×a matrix comprising of the sums for genetic factor.  

 k, the sum of neighbours to train.   

Output:  

 S, ap×n matrix comprising of the sum of genes.  

1: process K-NN (b, a, X, k)  

2: S= Duplicate(X)  

3: phases = [log2(k+1)]  

4: for t=1 to phases do  

5:  M= Median-Regulate(S) // original b×a matrix  

6:  F= Freeman-Tukey-Transmute (M) // original b×a matrix  

7:  D= Pairwise-Distance (F) // new a×a matrix  

8:  A= Argsort-Rows (D) // new a×a matrix  

9:  k step = Min ({2 t−1, k})  

10:  for j=1 to a do // blank matrix S  

11:   for i =1 to b do  

12:    Sij =0  

13:   end  

14:  end 

15:  for j= 1 to a do // go through all gene cells  

16:   for v= 1 to k step + 1 do // go through nearest neighbors1  

17:         u = Ajv  

18: for i = 1 to b do // cumulate unique sums for each gene  

19:    Sij = Sij + Xiu  

20:              end 

21:       end  

22:   end  

23:  end  

24:  return S  

25:  end process 
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2.5.7. Decision Trees 

The decision tree is a classifier that divides the instance space recursively through 

hyperplanes orthogonally to the axes. The model is constructed from origin node 

representing attributes. The instance space fragmented is grounded on attribute value 

functions (the split standards are selected inversely for various algorithms), often using its 

standards. Each original subspace of information is divided into new subspaces repetitive 

till termination condition, the terminal nodes or leaf nodes are given class labels each 

representing classification result (class of the instances delimited in subspace). Configuring 

objective end standard is significant since trees too huge are overfitted, little trees are under 

fitted and losses inaccuracies. Most processes have in-built mechanisms that handle 

overfitting called pruning. Individual new instances are classified by crossing them from 

the tree root down to the leaf, giving the test results and path (Polaka et al., 2010). Even 

though decision trees yield knowledgeable models and unbalanced – if the training sets of 

data varies slightly, the resultant models may be dissimilar for two sets. Owing to this fact, 

decision trees are frequently utilized in classifier ensembles. 

2.6. Evaluation Measures 

Executing malaria vector data analysis in data mining system by utilizing classification 

algorithms requires, getting the evaluation measures of the output results of a classification 

confusion matrix, which comprises of the metrics utilized in assessing the classified 

models, where the model predicts the classes and results (True Positive TP, True Negative 

TN, False Positive FP, and False Negative FN) (Balamurugan et al., 2017): 

True positive (TP): the output for which fully realize appropriately the positive class. 
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True negative (TN): the product of the model accurately calculates negative class. 

False positive (FP): the product of the system wrongly predicted to be positive class. 

False negative (FN): the outcome of the system wrongly predicts negative class. 

Accuracy: The understanding of restrained parameters to the criterion or identified rate is 

labelled as accuracy. Otherwise, it is quantified as a weighted calculation means of 

exactness and recall as shown in equation 2.16 

TP+TN

TP+TN+FP+FN
      2.16 

Sensitivity: Sensitivity is a True Positive Rate known as a fraction of positives which are 

fittingly predictable, as shown in equation 2.17. 

TP

TP+FN
      2.17 

TP signifies the number of true positives appropriately classified; the FN denotes the 

number of false negatives wrongly classified. 

Specificity: A true negative evaluates the portion of negatives fittingly predictable, as 

shown in equation, as shown in equation 2.18. 

TP

TN+FP
      2.18 

TN characterizes the number of true negatives correctly classified in a standard percentage; 

FP denotes the number of false positives incorrectly classifies. 
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Precision: Precision is called the percentage of the recovered case that is correlated to the 

interrogation and termed for the positive predictive rate (PPR), as shown in equation 2.19. 

TP

TP+FP
      2.19 

Recall: The recall is the amount of the percentage of improved and appropriate instances, 

also called sensitivity, as shown in equation 2.20. 

TP

TP+FN
      2.20 

F-Measure: The F1 Value is an indication of the performance of a test, identified as 

relational measures of accuracy and recall, as shown in equation 2.21. 

2𝑋
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑋 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+ 𝑅𝑒𝑐𝑎𝑙𝑙
      2.21 

TP, TN, FP, FN 

The TP, TN, FP, and FN constraints decides and uses the confusion matrix for classifying 

normal labels in a given dataset. 
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2.7. Related Work 

Computational approaches are based on a large inherited dataset of individuals living or 

not living with ailments, and mutations may be found responsible for the presence of the 

ailments. Differentially Expressed Genes (DEG) are recognized through various measures. 

Machine Learning (ML) functions are necessary for identifying variations between genes 

extracted from the human genome. Many methods have been utilized to examine and 

classify gene expression profiles of innumerable ailments. Necessity for gene expression 

profiling approaches of numerous studies of machine learning are deliberated. Quite a lot 

of investigational approaches by scholars in the aspect of gene expression analysis and 

machine learning approach discourse, current investigation limitations identified in 

investigating gene expressions (Karthik & Sudha, 2018). 

Bartenhagen et al. (2010) worked on the relative analysis of dimensionality reduction 

techniques for gene expression data investigation. They evaluated PCA method 

performance with six non-linear dimensionality reduction approaches, such as the Kernel-

PCA, LDA, LLE, Diffusion Maps, ISOMAP, Maximum Variance Unfolding and 

Laplacian Eigenmaps, using visualization of gene expression data. 

Tan and Gilbert (2013) proposed an ensemble classification algorithm for classifying 

cancerous gene expression data, using C4.5, bagged and boosted ensemble classifiers for 

cancer, using seven carcinogenic gene expression data and correlated the classification 

performances. They noticed bagged ensemble learning and boosted decision trees 

enhanced more efficiently than the C4.5 decision tree classifier. Their findings suggested 
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that classification approach such as ensemble learning performs better than decision trees 

with 92% accuracy. Their study suggested single supervised machine learning approaches. 

Xintao & Dongmei, (2014), proposed an effectual dimensionality reduction approach 

for sampling sizes and high dimensionality data model. Validating and simulating 

practical information demonstrated that the innovative dimensionality reduction 

procedures could be efficiently useful for examining and modelling atmospheric 

decomposed data. The feature selection fetches for optimal feature subset, and the feature 

extraction technique retains the unique form, categorizes data, and the integrity of the data. 

Their study proposed a comprehensive information dimensionality reduction result which 

efficiently explains the high-dimensional unimportant model data difficulties. Their study 

handled very small high dimensional dataset. 

Pierson and Yau (2015) developed a zero-inflated single-cell gene expression 

dimensionality reduction data study using Zero Inflated Factor Analysis (ZIFA). It 

modelled the dropout uniqueness. it advances the performance on simulation and biological 

sets of data. They tested the interpretation of ZIFA compared to PCA, Probabilistic-PCA 

(P-PCA), Factor Analysis (FA) then non-linear methods containing the Stochastic 

Neighbor Embedding (t-SNE), ISOMAP, and Multi-dimension Scaling (MDS). Simulated 

sets of P-PCA-FA data model was generated with dropout models. Their study proves to 

be highly effective yet requires potential applicable correlated feature algorithms. 

Simmons et al. (2015) worked on the discovery of what dimensionality reduction talks 

about RNA-Seq data, by introducing a fusion method component selection using mutual 

information (CSUMI) which is a statistical approach to re-explain the outcomes of PCA in 
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an expressive biological method. They applied CSUMI on RNA-seq data gotten from the 

GTEx repository. Their method allows unveiling earlier concealed association among 

principal components (PCs) and fundamental genetic and methodological derivation of 

difference across models. They also worked on how muscle type distresses PCs and 

developed principled means of selecting PCs to study when discovering the information. 

They supplemented and applied their method to RNA-seq brain information and 

demonstrated that most biological revealing PCs are high-dimension PCs; for example, 

PCs can distinguish the basal-ganglia from added muscles. They used CSUMI to discover 

how procedural objects disturb the comprehensive data structure, confirming preceding 

outcomes and indicating how their technique can be seen as an authentication outline for 

distinguishing undetected preconceptions in evolving skills and relate CSUMI to two 

correlated-based methods, outperformed both using python execution accessible online on 

the CSUMI internet site. Their results prove a better performance using traditional PCA 

methods with principal components, yet requires a structured data. 

Pamukçu et al., (2015). proposed an innovative hybrid dimensional reduced method for 

small protein sequence cancer data expression complexity criterion classification by 

addressing limitations of Probabilistic-PCA (P-PCA) by presenting and evolving an 

innovative and new method with determined entropy covariance matrix hybridizing 

smooth estimators. Reducing the dimensional data and choosing numbers of probabilistic-

PCs (P-PCs) retained and proceeded to present and advanced renowned Akaike 

Information Criterion (AIC), Information Theoretical Measure of Complexity (ICOMP) 

principle of Bozdogan and Consistent Akaike Information Criterion (CAIC). Six publicly 

accessible small-scale sets of data were investigated to display the usefulness, flexibility, 
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and adaptability of their method with hybrid smooth covariant matrix estimator, that does 

not deviate the performance of P-PCA to diminish dimension and perform supervise high 

dimensional cancer group classification. The suggested technique can resolve innovative 

difficulties and tasks existing in Next Generation Sequence data analysis in bioinformatics 

applications. 

Arowolo et al., (2016) worked on ANOVA feature selection procedure for classifying gene 

expression data, by combining the algorithm; to diminish high data dimension of feature 

spaces and SVM classification algorithms for reducing computational complexity and 

effectiveness. Noises and computational burden arising from redundant and irrelevant 

features are eliminated. It reduces gene expression data, which can drop the cancer testing 

cost significantly. The proposed approach selects the most revealing subset of features for 

classification to obtain a high-performance. 

Lenz et al., (2016) worked on PCA and stated low fundamental dimension of gene 

expression data. They reassessed the method and demonstrated that the fundamental 

linear dimension of the total record is more complex than earlier described. Also, they 

examined cases where PCA failed to spot applicable biological data and indicated 

researchers to approaches that overwhelmed the limitations. Their outcomes improved 

the present general structure with understanding of the gene expression space and 

demonstrated that PCA hinge on curtly on the result dimensions of genetic signs and 

segment of signal samples. 

Song et al., (2016) proposed the design of an investigative ensemble classification method 

for cancer gene expression data by combining Recursive Feature Elimination (RFE) with 
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Ada-boost process to pick significant features for classification with the enhanced 

outcome. The gene subset obtained has strong classification discriminative capability. To 

a certain degree, the ensemble approach increases the efficiency of the SVM classifiers. 

Feature subset selection with the features is extracted having terminal outcome on the gene 

classification issue. It was observed that the output of the Adaboost grounded on the SVM 

is improved than the Adaboost based on decision-trees through the ROC curve. However, 

some positive results were accomplished with the SVM-based ensemble approach. But 

those outcomes are so poor. If the SVM's output on some data is better, then the ensemble 

is useless. 

Wenyan et al. (2017) worked on feature selection for cancer classification for disease 

utilizing microarray data expression. This study used information on gene expression level 

to decide marker genes pertinent to sort of malignancy. They researched on separation-

based element choice strategy for two-gathered grouping issue. To choose marker genes; 

Bhattacharyya separation was actualized in quantifying uniqueness in gene expressed 

levels. They used SVM for classifier with particular marker genes. Execution of marker 

genes selection and classification were represented in recreation study and genuine 

information analyses by proposing an innovative gene selection technique for SVM 

classification. They firstly ranked every gene according to the importance of Bhattacharyya 

distance among indicated classes. Optimal gene subsets were chosen to accomplish the 

least SVM misclassification rate ensuing from a forward selection procedure. 10-fold 

cross-validation was connected in locating optimal SVM parameters with the concluding 

optimal gene subsets. Subsequently, the classification model was trained and constructed. 

The test set prediction estimated the classification model. The execution of the suggested 
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B-SVM technique with SVM-RFE and SWKC-SVM gives normal 1% misclassification 

rate and 96% high normal recovery rate.   

Tarek et al., (2017), proposed a cancer gene expression data classification approach using 

an operational ensemble classifier that raises the performance of the classifier and the result 

poise. Ensemble classification results were less dependent on the originalities of individual 

train sets. The reasons other than using ensemble classifiers are that results are less 

dependent on the intricacies of a specific training set and that the ensemble approach 

outperforms the performance of the better class label in the ensemble. The following 

method resulted in a quick and sufficient process that outdoes the ensemble solution 

offered. The K-NN classification model was also used as a core member to boost the 

consistency of the result, cover more types of cancer, and minimize the effect of over-

fitting in this study. Ensemble classifiers may be used in future work and can be extended 

to other multi-class datasets benchmarks. 

Zhengyan & Chi, (2017) worked on the classification of lungs glandular cancer and 

squamous cell carcinoma RNA-Seq data. They used a gene expression profile to 

discriminate NSCLC patient's subtype. They leveraged RNA-Seq information from the-

cancer-genome-atlas (TCGA) and randomly split the data into training and testing subsets. 

Constructing classification based on data training, we considered three methods were 

considered: logistic regression on Principal Components (PCR), logistic regression through 

LASSO reduction (LASSO), and Kth Nearest Neighbors (K-NN). Performances of 

classifiers were estimated and equated based on the testing data. Results: All gene 

expression-based classifiers show high accuracy in discriminating LUSC and LUAD. The 

classifier obtained by LASSO has the smallest overall misclassification rate of 3.42% (95% 

https://www.sciencedirect.com/topics/computer-science/ensemble-approach
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CI: 3.25%-3.60%) when using 0.5 as the cutoff value for the predicted probability of 

belonging to a subtype, followed by classifiers obtained by PCR (4.36%, 95% CI: 4.23%- 

4.49%) and K-NN (8.70%, 95% CI: 8.57%-8.83%). The LASSO classifier also has the 

highest average areas under the receivers operating characteristics curves of 0.993, 

compared to PCR (0.987) and K-NN (0.965). Their results suggest that mRNA expressions 

are highly informative for classifying NSCLC subtypes and may potentially be used to 

assist clinical diagnosis. 

Balamurugan et al., (2017) worked on Alzheimer's ailment analysis using a reduced 

dimensional technique based on K-NN classification algorithm. An innovative 

dimensionality reduction-based on K-NN algorithm for Alzheimer ailment and minor 

cerebral damage currently in the datasets were presented. The unvarying dataset is used to 

analyze the clinical and statistical evidence. Their result gives more accuracy, sensitivity 

and specificity percentages.  

Usman et al., (2017) used PCA and Factor Analysis (FA) for dimensional reduction of gene 

expression leukaemia dataset, and the number of features were reduced. A study was 

carried out on reducing the number of features using PCA and FA. PCA was used on the 

data with nine selected components. FA was used in extracting significant features found 

to be significant attributes. 

Zararsiz et al. (2017) proposed a broad simulation RNA-Seq data classification learning 

by comparing multiple classifiers with P-LDA having and lacking power transformation, 

NB-LDA, single-SVM, bagging-SVM, CART, and Random-Forests. They observed 

results of numerous constraints like; over-dispersion, sampling sizes, numbers of genetic 
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factor, numbers of modules, differential expression amount, and transformation methods 

on performance models were carried out, and the outcomes were reported. Their results 

showed cumulative sample sizes, differential expression rates and reducing dispersion 

parameters with group numbers resulting in increased accuracy in classification. 

Comparable with differential expression training, RNA-Seq data classification needs 

careful consideration in conducting data over-dispersion. They concluded that a count-

based classifier control changed P-LDA and gene expression-based classifier and changed 

RF and SVM classifiers can be better classification option. Investigations were done based 

on scarce P-LDA classifiers and proves to be the best genes subset used in classification. 

The scarce P-LDA classifies subsequently when a power revolution is made accurately in 

all dispersal settings. Extending the NB-LDA into sparse classification process improves 

the classification performance by picking the most important features of the genes. 

Furthermore, an alternate choice is bringing the data closer to gene expression profiles and 

its classifiers. Their results discovered RF, SVM and Bagging-SVM gives accurate results, 

and its efficiency is enhanced evidently with cumulative sample size. 

Rostom et al., (2017) worked on computational approaches to interpret sc-RNA-Seq data, 

by considering genetic queries for RNA ‐ seq data, at cell with the gene levels. They 

defined the available tools for evaluations. A fast-developing field, in which clustering, 

pseudo time extrapolation, splitting inferences and analysis of gene‐ level are 

predominantly revealing computation analysis aspects. As the single cell 

information remains to produce a unique stride and the data generation that accompanies 

it. It is imperious to build tools and arithmetical approaches to interpret the information in 

the greatest conceivable technique, removing relevant and informative genetic sense. 
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Lin et al., (2017) used neural networks approach to reduce dimensions of sc-RNA-Seq data 

comprising numerous innovative computational challenges, including inquiries about best 

approaches for grouping sc-RNA-Seq data, identifying a unique cluster of experimental 

cells and determining the state of precise cells based on their expression profile. They 

developed and tested their experiment using neural networks (NN) algorithm for analyzing 

and retrieving sc-RNA-Seq data, with integrated prior genetic data, for obtaining reduced 

dimensional illustration of the single-cell gene expression data. They showed that NN 

technique advances over preceding approaches, the capability of appropriately grouping 

cells in tests not conducted in the training and capability to appropriately gather cell types 

by interrogating thousands of single cells profiling databases, enabling researchers to 

improve in characterizing cells when investigating diverse sc-RNA-Seq samples. The 

technologically advanced and tested results using deep neural networks using numerous 

NN architectures, with designs inhibited by prior biological knowledge. NN achieved 

relevant data classification performance and improved the prior approaches used in 

clustering the sets of data from researches, not training. They did an efficient analysis of 

extremely weighted nodes for individual cell type and presented that NN is labelled as a 

learning system. 

Oh et al., (2017) proposed an evaluation of Autism range disease gene expression machine 

learning approach in identifying transcriptions used in classification with an RNA data. 

They used rank cluster investigation moderately. SVMs and K-NN classifiers were adopted 

to confirm the results of the data in a complete class estimate accuracy of 94%. 

Jolliffe & Cadima, (2016) worked on the review and recent developments in PCA as a 

method for reducing RNA-Seq data dimensionality, for growing the interpretability and 
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diminishing information damage by generating innovative uncorrelated variables that 

continuously exploit variances. Discovering innovative variables, principal components 

lessen to resolving an eigenvalue, and innovative variables are distinct by the dataset used 

and not by apriori, it makes PCA an adaptive analytical method. Since variations of the 

method have been advanced that are channeled to numerous diverse data type structures, 

their study discussed concepts of PCA and described some variations and their application. 

The relative investigations among current NN classification procedures with K-NN 

classification demonstrated that high metric performance furthermore diminishes the 

information dimensionality and multifaceted computational nature. Their impending work 

stated that the feature extraction and classification improve classification performance. 

They reviewed recent ongoing advancements in PCA as an approach for diminishing the 

RNA-Seq data dimension, for increasing interpretability and yet preventive data disaster 

by creating innovative uncorrelated features that increasingly exploit variances. Their study 

offered an important opinion for PCA. 

Wang & Gu, (2018) proposed an sc-RNA-Sequential data using a deep variation 

autoencoder using an unsupervised feature extraction model. The VASC models the 

dropout and fetches non-linear ranked feature representation of high dimensional data. 

Their result was tested on 20 sets of data. The VASC showed a better performance with 

broader compatibility features. 

Lee et al., (2018) worked on transcript training of malaria infections by studying general 

host-pathogen relations and reviewing contributions of transcript training to understand the 

infection of malaria, which is a bloodsucking virus retaining a key impact on human 

development and remains a cause of enormous worldwide disease problem. They studied 
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the malaria model for transcriptomic evaluation of general host-pathogen connections in 

human, due to most host-pathogen communication happens in the blood, a voluntarily 

tested section of the body. They demonstrated training learnt from malaria transcript 

studies and guides for studying host-pathogen connections in some other transmittable 

infections. They proposed that the latent of transcriptomic training in improving malaria 

understanding as a disease remains comparatively unexploited because of restrictions in 

learning designs relatively than consequences of scientific limitations. Additional 

developments will entail the combination of transcriptomic information with diagnostic 

methods from further methodical corrections, with epidemiology and scientific modelling. 

Becht et al., (2018) investigated on the dimension reduction model for imagining single-

cell data with non-linear dimension reduced method unvarying multiple approximation and 

prediction (UMAP) conventional for investigating high dimension data. They applied 

UMAP to biological data, with mass cytometry and Sc-RNA-seq datasets. Associating 

UMAP with some other tools, they discovered that UMAP delivers a faster run time, higher 

reproducibility and better expressive cell cluster organizations. Their work demonstrated 

UMAP usage for enhanced concept and single-cell data clarification. 

Ding et al., (2018) studied an interpretable dimensional reduced model of single-cell 

transcriptomic information through deep propagative models by working on a robust model 

called the SCVIS. This captured and showed the lower dimensional structure in the single-

cell expression of gene data. A simulated demonstration of the lower dimensional data was 

presented, which preserved the limited and global structures in the data. They used savings 

in analyzing four Sc-RNA-Seq datasets, demonstrating interpretable two-dimension 

illustrations of the high dimension Sc-RNA-seq data. 
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Wenric & Shemirani, (2018) proposed a supervised learning method for an assortment of 

RNA-Seq genetic factor by grading huge gene ensembles with RNA-Seq, using variable 

rank procedures generated by random forest classifier and distinct the EPS (extreme 

pseudo-samples) frequency, with variation autoencoder and regressor to abstract ranks of 

RNA-Seq data samples. Their outcomes showed the hidden supervised learning gene 

selection methods in RNA-Seq training and determined the need for using gene selection 

methods on gene expression analysis.  

Reid et al., (2018), proposed an RNA-Seq exposing unseen transcriptions in malaria flies 

by unfolding the discrepancy of RNA-seq process in deconvoluting transcript differences 

for about 500 different pests and malaria in human. They revealed hidden distinct transcript 

signatures during the pathogenic portion of the life cycle, indicating the over-expression 

progress is not as continuous as is widely assumed. We find novel, sex-specific functions 

in transmission stages for the differential expression of families of contingency genes that 

are typically related with insusceptible elusion and pathogenesis. 

Xu et al., (2018) worked on feature selection of genes using supervised learning LLE and 

correlated coefficient approach for gene expression data classification. Collection of 

feature genetic factor through high recognition skill from gene profiling has increased with 

great meaning in biology. Most existing approaches have high time complication, and 

classification presentation is poor. This study proposed an operative dimensionality 

reduction technique, termed a supervised LLE and spearman rank correlation coefficient 

(SLLESC2), based on LLE and correlation coefficient systems. S-LLE took into 

justification class marker statistics and recovered the classification, and the spearman rank 

correlation coefficients eliminated co-expression genes. Their research outcomes got four 
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public cancer gene expression data illustrations that their technique is effective and 

achievable. 

Alquicira-Hernandez et al., (2019) suggested a gene expression data classification with a 

supervised model by presenting a generalized method through much accurate single cell’s 

classification, using combined unbiassed feature selection algorithm from dimension 

reduced space, also machine learning evaluation procedure. They used sc-Pred on RNA-

seq data from a mononucleate cell, pancreas tissue, colorectal lump surgeries, and circular 

dendritic cell. They presented sc-Pred discrete cells having higher classification accuracies.  

Cui et al., (2019) proposed a machine learning RNA-DNA investigation indicating low 

stated genomes that mutually influences PAH virus utilizing an unconventional feature 

selection and improved machine learning technique to classify an unrelated set of helpful 

genes. Results presented a cluster of small gene expression revealing prediction and unique 

transformed PAH.  

Mohan & Nagarajan (2019) proposed an enhanced tree classification model, using an 

ensemble-based feature selection approach with random trees and a feature selection 

wrapper-based method to improve the classification. It initiates a subclass with bagging-

ensemble, wrapper scheme, and random tree. Their approach removed unrelated features 

and picked the best features for classification with a probable weighting value. The feature 

selection procedure is assessed using Random Forest, SVM, and Naïve Bayes assessments 

and related their performance with GA-SVMb, GA-NBb, FS-NBb, FS-SVMb, and GA-

RFb approaches. The method achieves a classification 92% accuracy. 
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Shon et al., (2019) suggested a classification gene expression stomach malignancy data 

with CNN classifier. He demonstrated its gene data expression contracted from abdominal 

malignant patients were evaluated by PCA, heatmaps, and CNN algorithms. RNA-seq gene 

expression data scrutinized genetic factors and evaluated through CNN deep learning 

procedure with an accuracy of 96% and 51% achieved. 

Kowsari et al., (2019), performed a text algorithm classification survey, on several text 

dimensionality reduction methods, they presented several classification algorithms 

approaches, and evaluations. This study includes numerous extractions of text attributes, 

methods of dimensionality reduction, current procedures with systems of evaluation. 

Finally, it addresses drawbacks of individual practices with their application to practicable 

issues. 

Chen et al., (2019) proposed Sc-RNA-Seq knowledge and its relating computational 

analysis. In their review, they provided an outline of presently obtainable single-cell 

procedures and discussed several techniques for several RNA-Seq Data analysis such as 

their gene expressions, mapping, cell clustering, imputation, normalization, feature 

selection, feature extraction, among others. 

Luecken & Theis, (2019), studied on the current practices in Sc-RNA-Seq analysis, by 

formulating present best‐ training endorsements for stages based on self-determining 

assessment studies. They combined these training references into a workflow, applied to a 

free dataset to demonstrate its training. This review serves as a plan lesson for innovative 

participants, and aid conventional users keep informed their investigation conduits. 
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Townes et al., (2019) worked on feature selection and dimensionality reduction model for 

single-cell RNA-Seq model by proposing a modest polynomial method, with 

comprehensive-PCA used for abnormal dispersals, and feature selection with 

unconventionality. These approaches outdo the present training in a clustering evaluation 

using real datasets. Simple multinomial methods for non-normal distributions, with general 

principal component analysis (GLM-PCA), and selection of features using deviance have 

been suggested. In a down-stream clustering test with pulverized fact data, these techniques 

outperform the current norm. They were not equivalent to genes with high dropouts. 

Howick et al., (2019) worked on profiling single-cell transcriptomes of different parasites, 

originating from the initial high-resolution transcript charts of the whole plasmodium life 

sequence. They used the charts to exactly describe evolving phases of single cells from 

three diverse malaria parasite types, with parasites secluded straight from diseased persons. 

The Malaria cell charts offer both a wide-ranging understanding of gene practice in 

eukaryotic parasite also an open-access situation data for learning malaria parasites. 

Sun et al., (2019) investigated on performance metrics of dimensionality reduction 

approaches for Sc-RNA-Seq investigation, by offering a comparative overview of several 

widely used methods of dimension reduction for sc-RNA-seq studies. In specific, on 30 

freely available sc-RNA-seq datasets covering varieties of sequencing methods and sample 

sizes, they compared 18 different dimensionality reduction approaches were compared. 

They assessed the efficiency of various neighborhood-preserving dimensionality reduction 

approaches in relations of capability to restore features of the innovative expression matrix, 

and their precision and robustness for cell clustering and extraction reform. They also test 
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the statistical scalability of various methods of reducing dimensionality by documenting 

their computational cost. 

Tamim et al., (2019) worked on a comparative analysis of programmed cell ID approaches 

for sc-RNA-Seq data. They benchmarked 22 classification approaches that repeatedly allot 

cell characteristics with single-cell-specific and all-purpose classifiers. The presentation of 

the approaches was assessed with 27 openly accessible single-cell RNA-Seq data of diverse 

dimensions, knowledge, classes, and stages of intricacy. They used two experimental 

configurations to approximate the performance of each system based on precision, the 

proportion of uncategorized cells and calculation time for dataset projections (intra-dataset) 

and datasets (inter-dataset). They tested the sensitivity of the approaches to input features, 

several cells per populace and their output over numerous annotation dataset levels. Huge 

datasets with overlying groups or deep annotations, noted classifiers work fine on datasets 

with reduced accuracy. The general-purpose benefit SVM classifier has the highest overall 

results over the various experiments. 

Qi et al., (2020) investigated the clustering and classification models for Sc-RNA-Seq data. 

In their study, they analytically reviewed combined approaches and tools, stressing the 

benefits and ploys of respective methods. They paid attention to clustering and 

classification methods as well as discussing approaches that have happened recently as 

predominant substitutes, with non-linear and linear methods and reducing dimension 

approaches. They emphasized on clustering and classification approaches for sc-RNA-seq 

data, combined approaches, and deliver a complete account of sc-RNA-seq information 

and URLs. 
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Feng et al., (2020) worked on dimensionality reduction and clustering for RNA-Seq data, 

by conducting reviews on conventional dimension reduction approaches and clustering 

representations. Four types of research were achieved on two huge RNA-seq datasets with 

20 models. Feature selection technique contributed to sparse high-dimensional RNA-seq 

data. Feature extraction approaches help clustering performance but not ceaselessly 

unchallengeable. ICA did fine on tight feature spaces, PCA was securer than other 

approaches. ICA remained non perfect for fuzzy C-means clustering approach in analyzing 

RNA-seq datasets. K-means clustering was shared with feature extraction approaches to 

realize better outcomes.  

Several techniques have been suggested in literature for dimensionality reduction and 

classification. Several limitations have been addressed as earlier revealed in Table 2.1 and 

Table 2.2. 

From the related work reviews, it has been observed that several approaches have been 

exploited by researchers to develop dimensionality reduction models for gene expression 

analysis; these include machine learning approaches such as the clustering, dimensionality 

reduction, classification and hybrid approaches. The hybrid approaches have become a 

trend in recent time (Songyot, 2019). Many applications have proved that using more than 

a single dimensionality reduction approach in gene expression analysis task can lead to an 

important enhancement of the performance of the overall system. Proposals for improving 

gene expression analysis such as the combination of multiple dimensionality reduction 

models (Almugren & Alshamlan, 2019) or hybridization of classifiers (Singh, 2018) 

delivers desired results of the systems. 
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Since the combination of multiple dimensionality reduction techniques is justified, it was 

considered that dimensionality could be further reduced using optimization feature 

selection method such as Genetic Algorithm with feature extraction approaches such as the 

PCA and ICA, as better approaches to advance classification performances, in terms of 

computational metrics among other beneficial performance metrics. 

2.7.1 Summary 

This chapter presented the essential ideas of this study; basically, machine learning 

approaches for RNA-Seq gene expression, dimensionality reduction and classification 

approaches with prevailing reviews in the literature to determine the gaps for the study. 

Machine learning is a key aspect of several classification algorithms for solving problems. 

Numerous literatures aim to eliminate redundancy and relevance from the data. Integration 

of dimensionality reduction algorithms is the better way to find dataset accuracy, to solve 

the class imbalance problems, two techniques are normally implemented in the literature, 

the first is to analyze specific genes, another is to find an optimum solution subset for good 

classification accuracy and solve the high-dimensional data problem. This study finds the 

dataset classification performance of malaria vector by combining dimensionality 

reduction algorithms, to fetch relevant information that will enhance the criteria and 

eliminate redundancy as well as irrelevant genes. The next chapter gives a detail report on 

the methodology implemented.  
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CHAPTER THREE 

3.0 METHODOLOGY 

This chapter discusses the research methodology process and strategies that outlines how 

the study is to be conducted, including the identification of methods to be used. The tools 

and technologies used in the process of dimensionality reduction and classification 

algorithms are presented. The features of the model are shown with necessary procedures. 

3.1. The Dataset 

In this study, the RNA-Seq dataset for the malaria vector, Anopheles gambiae is publicly 

available. It was retrieved from a biomedical data repository for malaria vector (Bonizzoni 

et al., 2015). The data contains 2457 significant genes instances between field-caught 

resistant and susceptible mosquitoes from Western Kenya in 2010 and 2012. The data 

comprises of 7 genes attributes Tests, Genes, Locus, Sample Resistants, Sample 

Susceptible, and Status (Bonizzoni et al., 2015). The first is the predictors while the rest 

are the labels. Figure 3.1 highlights the data sample details. The training, testing, modelling 

and developments were achieved using MATLAB 2015a. 
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Figure 3. 1 Data Sample for Mosquito Anopheles gambiae 
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3.2. Research Design 

Machine learning is an aspect of computer science, it requires applications to advance 

innumerable computer approaches learned from trained data. In this thesis, a hybrid 

dimensionality reduction model is suggested for classifying malaria vector data. 

Dimensionality reduction entails the feature selection and feature extraction approaches. 

The feature selection fetches out relevant information from the huge dimensional data 

utilizing an optimized Genetic Algorithm approach. The feature extraction algorithm 

realizes the latent components from the reduced data using the PCA and ICA learning 

approach individually, to differentiate the efficiencies of linearity and non-linearity 

learning methods respectively (Bhattacharyya & Kalita, 2013). The knowledge contingent 

from these studies is carried out to classify the unidentified individuals (test individuals) 

consequently by using four types of classifiers known as the SVM, K-NN, Decision Tree 

and Ensemble procedures.  

The main goal of applying machine learning approach into RNA-seq is the accurate class 

label predictions of given samples, based on their expression profile. Thus, RNA-seq is an 

excellent field for applying machine learning. 

The anopheles’ dataset is an online resource consisting of gene profiles of infections for a 

total of 2457 gene samples of RNA sequence studies of humans containing a certain 

number of samples based on its experiment. The raw sequencing data are processed for 

ease of analysis. These information deliver a rich means that researchers can adopt for 

detection validation, imitation, or method development. This study analyzes this dataset to 

identify suitable studies to assess the performance of classifications. Relevant criteria are 
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considered to retain several classes: for most of them, this study attempted to have more 

than two classes, after the clear identification of relevant biological classes. 

3.2.1. Research Design Layout  

High dimensional dataset of RNA-Seq malaria vector is used in this study as an experiment 

in MATLAB environment. The dataset is passed into a feature selection technique (Genetic 

Algorithm) to realize relevant information in the dataset, the feature extraction method 

which helps in extracting the optimal information in the pre-processed data by using PCA 

or ICA feature extraction methods on the selected features in the dataset before results are 

generated by classification algorithms (SVM, K-NN, Decision Tree and Ensemble). Based 

on the nature of classifiers selected, the parameters of each of the classifiers will be tuned, 

and the generated models will be tested accordingly. The result is analyzed to examine the 

effect of dimensionality reduction models on classifiers. 

Four main steps were undertaken to evaluate and assess the validity of the approaches used 

in this study:  

i. Database selection 

ii. Pre-processing using dimensionality reduction procedures 

iii. Classification 

iv. Evaluation 
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3.2.2. Feature Selection 

Feature Selection is the method of selecting specific features of the candidate subset of 

features that are uncorrelated (Parimala & Nallaswamy, 2011). It aids minimization of 

dimensions, and increase classification quality and accuracy (Chen et al., 2010). It 

recognizes the most important fields in predicting the certain result. In this work, the 

feature selection module uses a Genetic Algorithm on the Anopheles RNA-Seq datasets 

for training purpose, to skip unimportant attributes from the dataset. Genetic Algorithm is 

used to eliminate arbitrary features, prevent high data dimensionality and poor 

classification accuracy by using a genetic algorithm as a selector function. The selection of 

the features often attempts to select the optimum subset comprising of m characteristics 

chosen from the total of n characteristics. The dataset is transformed to the classifier 

framework after removing insignificant attributes and it is then divided into two parts: 

training and testing data, respectively. Selection of features is an important stage in the 

development of a machine-learning classification in innovations like RNA transcript for 

producing valuable discrete identifiers for transcript sequences for training and testing 

models. The selection of features allows to choose suitable essentials to be implemented in 

classification models and to remove unrelated and redundant features in order to diminish 

the dimensionality curse. It helps to make the learning process of the classification step 

efficient and reinforces the model of success. For example, the selection procedure for 

extensive data features; RNA-Seq data includes supervised and unsupervised learning of 

decision making. Rank features that confer relevance are critical for classification 

problems, and selecting the best will enhance the effectiveness of the prediction model.   
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Feature selection is classified into active methods recognized as the Filter, Wrapper and 

Embedded methods. To achieve this objective, this study identifies relevant features for 

RNA-Seq Malaria vector data prediction using Genetic Algorithm Optimization 

(Kleftogiannis et al., 2013). 

3.2.2.1 Genetic Algorithm 

GA is an iterative method for selecting wrapper-based features used to explore system 

optimization complications. In the retention of the fittest basis, GA can be based on real 

actions relevant to public genes. GA covers population size advance, fitness valuation, parent 

selection, crossover and mutation. (Soufan et al., 2015). Figure 3.2 depicts the traditional 

flowchart for the genetic algorithm. 

 

Figure 3. 2 Flowchart Representation of Genetic Algorithm    

Source: Asir et al., (2016) 
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In enhancing the genetic algorithm as a wrapper-based feature selection approach, several 

operations have been performed. The basic steps taken for genetic algorithm is shown in 

algorithm 3.1. 

Algorithm 3.1. Genetic Algorithm 

 Necessitate: Set parameters nPop = m, tmax, t = 0; 

Confirm: Optimum feature subset with the maximum suitable 

rate. 

 1: while (t<=tmax) do 

 2: Create pop a, tmax; 

 3: For k = 1 to a do 

 4:  Parents [a1, a2] = system selection (a, nPop) 

 5:  Child = Xor[a1, a2] 

 6:  M u = mutation [Child} 

 7: End for 

 8: Replace a with Child1, Child2, …, Childm 

 9: t = t+ 1; 

 10: End while 

 11: Save the Highest fitness value; 

a = population size, r = random number 0 to 1, chrome = certain or non-certain feature 

through threshold δ, set value = 0.5, and α = threshold number of picked features. Selecting 

maximum fit features from the predictable datasets is the main problem of the GA technique. 

In this study, four major phases are involved, and the experimental workflow is displayed in 

Figure 3.2. 
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To obtain objective one, feature selection using an Optimized Genetic Algorithm method 

is used on the Anopheles mosquito dataset containing 2457 instances and 7 attributes, the 

loaded data is depicted in Figure 3.4 which shows relevant information fetched from the 

dataset using the procedure in Figure 3.3. 

 

Figure 3. 3 Flowchart for the proposed Feature Selection Technique 
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Figure 3. 4 RNA-Seq Anopheles Dataset Attributes before Feature Selection 

In this experiment, an optimized genetic algorithm is developed as a feature selection 

technique to fetch relevant features from the original dataset and was mapped onto a 

reduced dimensionality space, by selecting the subset of the unique features, 474 features 

were selected based on the selection principles and shown in Figure 3.5. 

Start 
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Figure 3. 5 Selected Features Using an Optimized Genetic Algorithm 

3.2.3. Feature Extraction 

Feature extraction is a method being used to classify prominent attributes, features or 

attributes that are embedded in data. In a group of reports, examples of the procedure of 

feature extraction include the recognition of variations and the discovery of specific 

precedents. The use of feature extraction to deliver a similar understanding of its 

classification involves data with dimensional stacks. Function extraction enables 

innovative variables of selected features to reduce the existing curse of dimensionality. For 

extracting features, there are two large groups of algorithms, namely: linear (adopting data 

on a low-dimensional feature space such as PCA) and non-linear (adopting data on a low-

dimensional feature space and characterized on a high dimensional feature for a non-linear 

assembly among features can be initiated, for example, ICA) (Liang et al., 2018).   
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To achieve objective 2, the feature extraction component employs PCA and ICA distinctly 

on the RNA-Seq reduced data subsequently transitory over the Genetic Algorithm feature 

selection to examine the difference of proficiency results. ICA is a method for modelling 

relationships among sets of independent variables employing inherent variables; aims to 

find uncorrelated linear transformations (latent components) of the initial predictor 

variables which covariate highly with the response variables. PCA is a method used to 

evaluate the primary variables in a multidimensional data set that describes the variations 

in the measurements and is also supportive for the simulation and interpretation of high 

dimensional data sets research. Extraction of functionality produces additional variables as 

variations of those to minimize the dimensionality of the chosen functions. This approach 

makes use of beneficial attributes while at the same time, minimizing negative attributes. 

It functions by replacing the initial variables (numeric) with new numeric variables; it 

captures the most defining feature (Santos et al., 2019). 

3.2.3.1.  Principal Component Analysis (PCA) 

PCA is a procedure that is unsupervised. It establishes normal metadata and diagonalizes 

the covariance matrix. A traditional inherent correlation coefficient attribute is transformed 

in to the linear predictor variables using orthogonal variation. Difficulties of linear 

dimensionality minimization procedures are the accumulation of irrelevant data 

information in a smaller portion of the dimension. PCA will screen examples and increase 

the chance to illustrate. PCA is a widely used tool for minimizing dimensionality, attribute 

extraction, data compression, visual analytics, respectively. (Barshan et al., 2011).  
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PCA was used in this analysis to extract gene expression features having variations 

between models. PCA defines the principal dimensions of the subspace, leveraging the 

volatility of static results. An example of the experimental value generates a function vector 

of the observed values in this principal subspace. The investigation mean X̄ and the matrix 

S for data covariance are as follows: 

�̅� =  
1

𝑁
∑ 𝑋𝑛

𝑁
𝑛=1       3.1 

𝑆 =
1

𝑁
∑  𝑁

𝑛=1  (𝑋𝑛 −  �̅�)(𝑋𝑛 −  �̅�)𝑇    3.2 

Adopting equations (3.1) and (3.2), the component vector on the principal subspace that 

feats the variance of a specified data as follows. 

  𝑆𝑢𝑖 = 𝜆𝑖𝑢𝑖𝑢𝑖  𝑇 𝑆𝑢𝑖 = 𝜆𝑖       3.3 

The vector maximizing the modification of the predictable information develops an 

eigenvector, ui, of matrix S, and the maximal variance size in the path of the eigenvector 

develops the eigenvalue λi. Principal subspace collected for the principal component 

resultant from PCA comprises of eigenvectors with M bits of best eigenvalues for matrix S 

(Jolliffe and Cadima, 2016).  

 

 

 

 

http://jbtr.or.kr/journal/article.php?code=66435&ckattempt=1#M1
http://jbtr.or.kr/journal/article.php?code=66435&ckattempt=1#M2
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3.2.3.2.  Independent Component Analysis (ICA) 

ICA is a valued leeway of PCA with conservative layers, since the visor parting of 

independent bases from their linear grouping. The actual fact of ICA is the possessions of 

uncorrelation of the general PCA. Built a x b on data matrix P, whose rows ri (d=1…, a) 

reckon to observational variables and whose columns kd (d=1…, b) are the entities of the 

matching variables, the ICA model of P can be written as shown in equation 3.4: 

P = AS     3.4 

With complete overview, A is a a x a fusion matrix, where S is a a x b is a basis matrix 

below the need of statistically independent as conceivable. Independent components are 

original variables kept in rows of S, to wit, the variables detected are linearly composed 

independent components. The independent components achieved by learning the precise 

linear groupings of the experimental variables, since mixing can be inverted as shown in 

equation 3.5: 

U = S = A-1P = WP    3.5 

In this study, objective 2 uses the feature extraction (PCA and ICA) methods to select 

optimal latent components from the given reduced dataset. 
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3.2.4. Classification 

To achieve objective 3, this study used the reduced features obtained from objective 2 to 

classify the selected features.  

Classification models influence the final performance. Different classifiers contain diverse 

performance on the respective data set. The classification module uses the concept of four 

diverse classifiers (SVM, K-NN, Ensemble and Decision Tree). These are machine 

learning methods that can efficiently deal with small-scale sample difficulties with samples 

of huge dimensions. Classification is a predominant supportive process. It attaches and 

correlates class labels specified to existing information from a predetermined target class. 

Building a classifier is perform in two stages:  

i. The learning stage, where identification model is built with a class label giving a 

collection of training data.  

ii. The model is developed to predict target class for hidden information, when the 

classifier's accuracy is calculated. 

This study develops a model and investigates the accuracy of existing classification 

algorithms in the prediction of insecticide resistance. Classification methods are 

employed using SVM, K-NN, Ensemble, and Decision Tree. 
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3.2.4.1. Support Vector Machine (SVM) 

SVM is a machine learning algorithm presented by Vapnik in 1992. The procedure 

functions with point of discovering the fittest hyperplane that isolates between classes in 

the input space. SVM is a linear classifier; it is created to work with non-linear problems 

by joining the kernel ideas in high-dimensional workspaces. In non-linear issues, SVM 

utilizes a kernel in training the data to spread the dimension widely. When the dimensions 

are tweaked, SVM will look for the optimal hyperplane that can separate a class from 

different classes. As indicated by the adoption of Aydadenta and Adiwijaya (2018), the 

procedure to locate the best hyperplane utilizing SVM is as follows:  

iii. Let 𝑦𝑖 ∈ {𝑦1,𝑦2, … , 𝑦𝑛}, where 𝑦𝑖 is the p-attributes and target class 𝑧𝑖 ∈ {+1, −1} 

iv. Assuming the classes +1 and -1 can be separated by a hyperplane, as defined in 

equation 3.6 below: 

𝑣. 𝑦 +  𝑐 =  0      3.6 

Then equation (3.7, 3.8, and 3.9) are gotten:  

v.y + c ≥ +1, for class +1    3.7 

v.b + c ≤ -1, for class -1     3.8 

Where y is the input data, v is the ordinary plane and c is the positive relation to the center 

field coordinates. 
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SVM discover hyperplanes that maximize margins between two classes, expanding the 

margins is a quadratic problem in programming that can be solved by reaching the 

minimum value. The benefit of SVM is its potential in high dimensional data is its 

capabilities of handling wide variety of classification problems. It is grouped into linear 

and non-linearly separable (Tharwat & Gabel, 2019).  

SVM's consists of kernel functions that change data into a higher dimensional space 

making it conceivable to accomplish separations. Kernel functions are pattern analysis or 

recognition class of algorithms. Training variables xi by capability Ф are translated into 

higher dimensional space. In this subspace, it considers a linear separating hyperplane with 

the limit. The penalty parameter of the error term is C >0.  

Several SVM kernels exist for instance; the polynomial kernel, Radial basis function 

(RBF), linear kernel, Sigmoid, Gaussian kernel, String Kernels, among others. The 

decision of a Kernel relies on on the existing issues at hand since it relies on what models 

are to be analyzed, a couple of kernel functions have been initiated to function admirably 

in for a wide assortment of applications. The prescribed kernel function for this study is 

the SVM-Polynomial Kernel and Gaussian Kernel (Deepika et al., 2019). 

SVM-Gaussian Kernel  

Gaussian kernel compares to a general smoothness supposition in all k-th order 

subordinates. Kernels coordinating a certain prior recurrence substance of the data can be 

developed to reflect earlier issues in learning. Each input vector x is mapped to an 

interminable dimensional vector including all degree polynomial extensions of x's 

components (Hassan et al., 2017; Chaeikar et al., 2020).  



89 
 

SVM Polynomial Kernel  

For instance, a polynomial kernel model features combination up to the direction of the 

polynomial. Radial basis functions permit loops in contrast with linear kernel, that 

authorizes just selecting lines (or hyperplanes).  

K(ya, yj) = (γya
Syb +  q)e, γ > 0    3.9 

SVM-Linear Kernel Function  

For instance, the polynomial kernel is the least complex kernel function. It is specified by 

the inner invention (a,b) in addition to a discretionary constant K.  

K(ya, yb) = ya
Syb      3.10 

SVM-RBF Kernel Function  

In SVM kernel functions, γ, a, and b are kernel parameters, RBF is the fundamental kernel 

function due to the nonlinearly maps tests in higher dimensional space unlike the linear 

kernel, it has less hyperparameters than the polynomial portion.   

K(ya, yb) = exp (−γ||ya, yb||  2), γ > 0 
    3.11 
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3.2.4.2. Kth Nearest Neighbour 

The data on the genes were categorized using the KNN algorithm. KNN is a supervised 

learning procedure; the product of a different instance query is graded based on general 

neighbor group K-nearest. KNN algorithm utilizes the classification of localities as the 

estimated rate of the original query case. This algorithm has the function of classifying an 

original entity based on features and training models. The classifiers use no matching model 

and are based on retention only. This module is given the chosen functions as an origin. The 

values K (nearest neighbor numbers) that are adjoining to the question point are chosen. 

Calculate the distance between the query-instance and all of the testing samples. Then the 

distance is sorted, and the closest neighbors are determined based on the minimum distance 

from Kth. The closest neighbors, Division Y is collected. The simple majority of nearest 

neighbor’s division is used as the demand instance prediction factor. Any bonds can be 

broken by chance (An et al., 2019). 

3.2.4.3. Ensemble Classification 

Ensemble classifiers can be trained using on unrelated subsets of the training data, diverse 

parameters of the classifiers, or even with diverse subsets of features as in random subspace 

models. 

Ensemble classifier comprises of integrating results of diverse classifiers to produce a 

concluding decision. It is frequently used for gaining precise outcomes. Ensemble 

classifiers are relatively common in machine learning complications and can be employed 

in the bioinformatics field. Classification decision is achieved by merging the decision of 

each classifier (Onan, 2015). 
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Ensemble techniques are processes for machine learning that combine decisions to enhance 

the efficiency of the general classification. In the literature, many words were found to 

denote similar interpretations such as; studying multi-strategy, aggregation, multiple 

integration classifiers, combination of classifiers, sorting, assembly, and so on. 

Completely better efficiency can be obtained by the Ensemble classifier than by the discrete 

base classifiers. The efficacy of ensemble methods is highly dependent on the 

unconventionality of the discrete learner's error. Ensemble strategies rely on the accuracy 

and variety of the basic learners in terms of efficiency. Classification of the ensemble has 

traditional methods; bagging and boosting (Alfaro et al., 2018). 

Bagging (bootstrap aggregating) employs the training data by arbitrarily changing the 

unique T training information by N items. The additional training sets are called bootstrap 

duplicates with some instances not appearing while others seem more than once. The 

concluding classifier C*(x) is built by combining Ci(x) where every Ci(x) has an equivalent 

vote. 

The training data is influenced by the AdaBoost (Adaptive Boosting) technique. Initially, 

the algorithm assigns equal weight to every instance xi. The information algorithm attempts 

to decrease the weighted error on the training set in each iteration I and yields a Ci classifier 

(x). The weighted Ci(x) error is measured and helpful in reminding the weights of the xi 

training instances. The weight of xi increases, giving its impact on the efficiency of the 

classifier, allowing a large weight for a misclassified xi and a small weight for an 

acceptably classified xi. A weighted vote of the discrete Ci(x) rendering to its precision 
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based on the weighted training set is built by the final classifier C*(x) (Osareh & Shadgar, 

2013). 

Adopting Kowsari et al., (2019) they illustrated how a dataset boosting algorithm operates, 

then educated by multi-model designs (ensemble learning). Such inventions culminated in 

the AdaBoost (Adaptive Boosting). Assume to construct Dt such that D1(i) = 
1

𝑚
 given Dt 

and ht, as shown in equation 3.12 and equation 3.13: 

Di+1{i} =  
Dt(i)

Zt
 X {

e−αt  ifyi =  ht(xi)

eαt   ifyi ≠  ht(xi)
     3.12 

𝐷𝑡(𝑖)

𝑍𝑡
exp (−𝛼𝑦𝑖ℎ𝑡(𝑥𝑖))      3.13 

Where 𝑍𝑡 normalizes factors and 𝛼𝑡 is as shown in equation 3.14; 

𝛼𝑡 =
1

2
𝑖𝑛(

1−∈𝑡

∈𝑡
)       3.14 

Elementary ensemble classification procedures namely: The Weighted Averaging (WA); 

Max Voting (MV) and Averaging. Max Voting (MV) exists. 

Ensemble learning has four advanced grouping methods; Stacking (STK); Blending (BLD); 

Bagging (BAG); Boosting (BOT). 

3.2.4.4. Decision Tree 

Decision tree classifiers use orthogonal hyperplane axes to iteratively partition the instance 

space. The system is constructed from a root node representing an attribute, as well as the 

space break instance is built on the feature of attribute values (the split values are chosen 
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for other algorithms), most often using their values. Every new information sub-space then 

is recursively split into new sub-spaces until a target threshold is satisfied and a class mark 

identifying the classified result is then allocated to the terminal nodes (leaf nodes) (the class 

of all or most of the instances in the sub-space). It is very important to set the correct end 

criteria since trees that are too large can be overfitted and small trees can be under fitted and 

in all cases experience a lack of precision. Most algorithms have built-in a function that 

deals with overfitting. It is called pruning. Each new instance is graded according to the 

outcome of the tests along the route by navigating them from the root of the tree down to a 

leaf. While decision trees generate effective models, they are unreliable if the training data 

sets vary only marginally, the resulting models for those two sets may be entirely different. 

Because of this, decision trees are frequently used in ensembles of classifiers. 

To achieve objective 4, the experiment evaluates the performance in terms of Accuracy, 

Sensitivity, Specificity, Precision, Recall and F-Score. Using the classification confusion 

matrix, the True Positive, True Negative, False Positive and False Negative is considered 

as the outcomes where the model correctly predicts the classes for evaluation. 

3.3. Proposed Model 

Increase in biological data dimensionality is a challenging predictable investigation method. 

Using conventional methods for learning intricate designs at numerous layers stimulated 

from morphological operations receptive to processing is of the essence. Most standard 

techniques used for high dimensional data such as RNA-Seq data involves several 

complexities. Combining different dimensionality reduction methods can be of the essence, 

exploiting specific benefits, where the gene subset attained from one process is served as the 
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input to another. Commonly, feature extraction techniques can be used to aid feature 

selection effectively by using feature selection to select the initial gene subset or aid to 

eliminate redundant genes. Combination of numerous feature extraction systems can be 

useful to extract the preliminary feature subsets. 

Several procedures have been proposed to attain better classification, finding an optimal set 

that can be clinically utilized is of essence. Figure 3.6 shows an existing hybridized model 

that requires improvement by introducing an optimized genetic algorithm as a feature 

selection technique with feature extraction methods for classification. 
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Figure 3. 6 Existing Hybrid Architecture  

Source: Susmi (2016) 
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In the proposed experiment, an optimization is suggested for the genetic algorithm, 

Algorithm 3.2 shows the existing optimized genetic algorithm pseudocode, that requires 

further enhancement. Algorithm 3.3 shows the enhanced genetic algorithm optimization 

pseudocode required to be utilized with a hybrid approach for this study. 

Algorithm 3.2: Existing Pseudocode for Genetic Algorithm Optimization Parameter Source: Kuang et al., (2020) 

 

In this study, a hybrid dimensionality reduction technique named HYDREC is 

implemented for the classification of malaria vector dataset, with a nominal set of predictor 

genes. The optimization-based technique was utilized in the feature selection stage, 

algorithm 3.3 shows the improved optimized genetic algorithm pseudocode. 
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Algorithm 3.3: Improved Optimized Genetic Algorithm (GA-O) Pseudocode for the Proposed Study 

Step 1: initialize parameters 𝑃 𝑎𝑛𝑑 𝑄 and randomly create the 

first population 

Step 2: for 𝑖 <  𝑝𝑜𝑝𝑠𝑖𝑧𝑒  

Step 3: calculate the tangent value tan(xin/xin+1) of the 

involved angle between the two vectors in adjacent 

dimensions for each pop(i) 

Step 4: if 𝑡𝑎𝑛 (𝑥𝑖𝑛/𝑥𝑖𝑛 + 1) <  4.4(1/(1 + 𝑒 − 𝐷)) –  3.6, then  

update the value of the 𝑛𝑡ℎ dimension of the 𝑖𝑡ℎ individual 

to 0;  

otherwise, do not update the value and continue in step 6 

Step 4.1: if 𝑿 > 𝟏 

Step 4.2: calculate the compatible persistence with 

Euclidean distance 𝑫 between 𝑿𝒊 𝒂𝒏𝒅 𝑿𝒋 

Step 4.3: calculate the comparation principle within the 

distance 𝑳 =  |𝑿𝒊 − 𝑿𝒋| < 𝑫  

Step 4.4: if no similarity,  

i. Remove individual fitness with the similarity of 

biallelic loci 𝑺𝑫(𝑿𝒊, 𝑿𝒋) and average similarity 𝑴𝑺𝑫𝒊  

ii. Calculate the subpopulations 𝑴(𝒕 + 𝟏);  

otherwise  

Merge 𝑵 individuals in memory pool with subpopulation 

sorted by fitness in descending order 

Step 4.5: compute the 𝒔𝒖𝒃𝒑𝒐𝒑𝒖𝒍𝒂𝒕𝒊𝒐𝒏 ∗ 𝒕𝒉𝒓𝒆𝒔𝒉𝒐𝒍𝒅 𝜹 (𝟎. 𝟓) 

Step 5: judge the convergence condition 

Step 6: compute the number of 0 elements in each dimension 

for the updated pop; if it is above the critical value Q, 

then delete this dimension 

Step 7: acquire the updated population 
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Step 8: calculate the fitness value F(i) of each individual 

in the population 

Step 9: initialize the new population  

Step 10: select two individuals from the population giving 

to the fitness using the relative selection algorithm  

Step 11: if random (0, 1) < Pc, then move on to step 12; 

otherwise, implement step 13 

Step 12: apply the crossover operator rendering to the 

crossover probability Pc on the two individuals 

Step 13: if random (0, 1) < Pm, then move on to step 14 

Step 14: apply the mutation operator according to the 

mutation probability Pm on the two individuals 

Step 15: add the two new individuals into the new population 

Step 16: reiterate the process until the N-th generation is 

generated; else, return to step 4  

Step 17: replace the population with the new population 

Step 18: reiterate this process until the number of 

generations tops G; otherwise, return to step 8 

Step 19: end 

 



99 
 

 

Figure 3. 7 The Proposed Model for Improved Hybrid GA-O Dimension Reduced 

Classification Model, HYDREC Framework 

 
 
 
 
 
 

Start 
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This study proposes an efficient hybrid dimensionality reduction technique for classifying 

Anopheles gambiae RNA-Seq gene expression data, Figure 3.7 shows the HYDREC 

framework and figure 3.8 shows the workflow. The proposed classification technique 

comprises of three phases, namely: 

i. Feature selection 

ii. Feature extraction 

iii. Classification 

The feature selection phase selects the relevant optimal subset feature of genes from the 

original data, without halting the dimensional space by using an Optimized genetic algorithm 

proposed for this study.  

In the second phase, the feature extraction technique uses PCA and ICA individually on the 

selected features from the first phase.  

The feature extraction technique transforms the high dimensional data into latent 

components, and further reduces the dimensionality. It is necessary to reduce the 

dimensionality of feature space for adequate classification. A singular dimensionality 

reduction is not sufficient enough for classification, because not all the newly selected 

features are helpful. This phase additionally makes the classification process more effective 

and efficient, by further eliminating redundancies that halters the classification performance.   

Classification approach is used in the third phase of this study, by applying SVM, KNN, 

Decision tree and Ensemble algorithms to predict the performance of the procedures. The 

results present the performance criteria used with the classifiers by evaluating the 

performance metrics and show the validity of the proposed model. Figure 3.8 highlights the 

workflow of the study. 
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Figure 3. 8    The HYDREC Model Workflow 

3.4. Performance Evaluation Metrics 

This study analyzes the performance evaluation metrics of the classifier in terms of 

accuracy, sensitivity, specificity, precision, f-score and recall. 

Assessing machine-learning algorithm efficiency needs specific validation metrics. The 

confusion matrix uses four characteristics for evaluating the classification models; True 

Positive (TP), True Negative (TN), False Positive (FP) and False Negative (FN). It 

discovers the examples categorized correctly and incorrectly from the data set sample given 

to test the model (Karthik & Sudha, 2018). Performance metrics with their formula are 

stated in equations 3.16, 3.17, 3.18, 3.19, 3.20, and 3.21 (Arowolo et al., 2016). 
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𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  (𝑇𝑃 +  𝑇𝑁) / (𝑇𝑃 +  𝑇𝑁 +  𝐹𝑃 +  𝐹𝑁) %   3.16 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  𝑇𝑁 / (𝑇𝑁 +  𝐹𝑁) %     3.17 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  𝑇𝑃 / (𝑇𝑃 +  𝐹𝑁) %     3.18 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  𝑇𝑃 / (𝑇𝑃 +  𝐹𝑃)      3.19 

𝑅𝑒𝑐𝑎𝑙𝑙: 𝑇𝑃/𝑇𝑃 + 𝐹𝑁        3.20 

𝐹 − 𝑆𝑐𝑜𝑟𝑒: 2 𝑥 (𝑅𝑒𝑐𝑎𝑙𝑙 𝑥 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛) / (𝑅𝑒𝑐𝑎𝑙𝑙 +  𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)  3.21 

Where: 

TP (True Positives) = correctly classified positive cases, 

TN (True Negatives) = correctly classified negative cases, 

FP (False Positives) = incorrectly classified negative cases, 

FN (False Negatives) = incorrectly classified positive cases. 

Accuracy is the possibility that an analytical test is correctly performed.  

Specificity (true negative fraction) is the probability that a diagnostic test is negative, 

stating that the individual does not have the disease. 

Sensitivity (true positive fraction) is the probability that a diagnostic test is positive, stating 

that the individual has the disease. 

F score is the harmonic mean of Positive Predictive Value and sensitivity. 
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In this study, analyzing the RNA-Seq Anopheles gene expression datasets, was 

implemented on MATLAB. MATLAB is a powerful graphical, and computational tool 

used to answer comparatively complex science and engineering issues designed, developed 

and implemented.  
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CHAPTER FOUR 

4.0 RESULTS AND DISCUSSIONS OF FINDINGS 

This chapter presents the results of the implementation performed and its evaluation. It also 

provides a detailed discussion of the results and findings of the proposed model. The result 

of the evaluation serves as justification for the performance of this study in line with the 

aim and objectives of the study. 

4.1. Results and Discussions 

Feature selection and feature extraction algorithms were implemented on MATLAB 2015 

platform, thereafter, classification techniques were performed. Specifically, this section 

presents the results of the studies for the proposed model. Application and comparison of 

the methods were performed, using an optimized genetic algorithm (GA-O), with feature 

extraction (PCA and ICA). This study Implements a dimensionality reduction method with 

classification procedures using SVM, KNN, Decision Tree and Ensemble on a Mosquito 

Anopheles dataset. The data was normalized and consists of 7 attributes and 2457 gene 

expression levels. Figure 4.1 shows the integrated development area on MATLAB 2015 

that was used for the simulation of the model. 
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Figure 4. 1 MATLAB Integrated Development Environment 2015a 
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The user interface consists of five functionalities. These includes; Menu, Load, feature 

Selection, feature extraction, and Classify, and are depicted in figure 4.2. The Load button 

is used to import the data set after which other procedures can be applied to the loaded 

datasets.  

 

Figure 4. 2 User Interface 

For better compilation and user-friendliness, the MATLAB software developer tools 

(GUIDE) was used to create an interactive environment for easy readability, formatting 

and interactivity. The GUI development was grouped into four major sections, namely: 

i. Load 

ii. Feature Selection 

iii. Feature Extraction 

iv. Classification  
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Figure 4.3 shows the MATLAB interface for loading the Anopheles gambiae gene 

expression data.  The loaded gene expression dataset comprises of 7 attributes and 2457 

instances. The data code is shown in Appendix B 

 

Figure 4. 3 Graphical User Interface for Loading Anopheles Gambiae Dataset 

4.2. Feature Selection 

The feature selection mode uses the GA-O to fetch relevant components from the huge data 

with the aid of threshold δ set value to be 0.5, and α is the threshold number of features 

selected. It is observed that the 2457 genes and their attributes were reduced using GA-O 

to eliminate irrelevant features in the data; 474 features were carefully selected in 

26.6592sec as a subset in the data., figure 4.4 shows the loaded data and the computational 

time for the feature selection technique. The detailed figure is shown in Appendix C. 
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Figure 4. 4 Feature Selection Using a Genetic Algorithm- Optimized Timing  

4.2.1. Genetic Algorithm Optimized Feature Selection Approach with Classifiers 

This study explores the RNA-Seq gene expression datasets, carrying 2457 instances of 

mosquitoes Anopheles Gambiae. Optimized Genetic algorithm (GA-O) is used to diminish 

the curse of dimensionality, the selected features are shown in Figure 4.5. GA-O function 

dimensionality reduction selects the optimum data subset and reduces uncorrelated 

attributes (variables) to assess the highest variance from a reduced number of variable 

subset functions. GA-O is added to evidence from the Anopheles mosquito, which offers 

valuable gene knowledge that is useful for further study. Classification algorithms uses 

SVM, KNN, Ensemble and Decision tree and their confusion matrices as shown in figure 

4.7 to 4.12. The classification performance metrics are also shown in Tables 4.1 to 4.3. 

Using GA-O as a selection tool for dimension reduction with a threshold of 0.5 as shown 
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in figure 4.6, 474 ideal subset features of genes were selected as important insecticidal 

target genes and are shown in figure 4.5. 

 

Figure 4. 5 Selected 474 Anopheles Insecticide Target Genes 
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Figure 4. 6 GA-O Threshold at 0.5 

The classification algorithms (SVM, KNN, Decision tree and Ensemble) uses 10-fold 

cross-validation to measure the performance of classification models, using 0.5 parameter 

holdout of training data and 5% for validations. The evaluation result mentioned is focused 

on the calculation time and efficiency metrics (Accuracy, Specificity, Sensitivity, 

Precision, F-score and Recall). 

This analysis contrasts the model classification efficiency using GA-O with L-SVM, RBF-

SVM, Decision Tree, KNN, Ada-boost and Bagged Ensemble classifications. The 

performance values and confusion matrix are shown in Figures 4.7 to 4.12. This analysis 

uses GA-O to extract related components from the data loaded in Figure 4.5. The chosen 

features are classified, and the results are tabulated. The performance matrix gives the 

output metrics a solution. Using the L-SVM classification kernel, this study achieves an 
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accuracy of 93.3%, RBF-SVM kernel classification method achieved an accuracy of 95% 

essentially, other performance metrics are shown in tabulated form in the Table 4.1, 4.2 

and 4.3. The confusion matrix with 10-fold cross-validation results shows the  selected 

features with samples correctly classified and used for evaluating the performance 

metrices. The tables shows the evaluation performances of the performance metrics 

evaluations of all the achieved results. 

4.2.2. Genetic Algorithm Optimized Feature Selection Approach with SVM 

Classifiers 

 

Figure 4. 7 Confusion Matrix for GA-O with L-SVM Classification  Model.

 TP=37; TN=19; FP=2; FN=2 
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Figure 4. 8 Confusion Matrix for GA-O with RBF-SVM Classification  Model

 TP=37; TN=20; FP=1; FN=2 

Table 4. 1 Performance Metrics Table for the GA-O with SVM Classifier 

Performance 

Metrics 

GA-O + L-SVM 

Classification 

GA-O+RBF-SVM 

Classification 

Accuracy (%) 93.3 95.0 

Sensitivity (%) 94.9 94.9 

Specificity (%) 90.5 95.2 

Precision (%) 94.9 97.4 

Recall (%) 94.9 94.9 

F-Score (%) 95.0 96.13 
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4.2.3. Genetic Algorithm Optimized Feature Selection Approach with Decision Tree 

Classifier 

 

Figure 4. 9 Confusion Matrix for GA-O with Decision Tree 

 TP=38; TN=21; FP=0; FN=1 
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4.2.4. Genetic Algorithm Optimized Feature Selection Approach with KNN 

Classifier 

 

Figure 4. 10 Confusion Matrix for GA-O with K-NN  

TP=36; TN=17; FP=4; FN=3 
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Table 4. 2 Performance Metrics Table for the GA-O with K-NN Classifier 

Performance 

Metrics 

GA-O + Decision 

Tree Classification 

GA-O+K-NN 

Classification 

Accuracy (%) 98.3 88.3 

Sensitivity (%) 97.4 92.3 

Specificity (%) 100 81.0 

Precision (%) 100 90.0 

Recall (%) 97.4 92.3 

F-Score (%) 98.7 91.1 

 

4.2.5. Genetic Algorithm Optimized Feature Selection Approach with Ensemble 

Classifiers 

 

Figure 4. 11 Confusion Matrix for GA-O with Ada-Boost Ensemble Classifier

 TP=35; TN=14; FP=7; FN=4 
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Figure 4. 12 Confusion Matrix for GA-O with Bagged Ensemble Classifier

 TP=35; TN=18; FP=3; FN=4 

Table 4. 3 Performance Metrics Table for the GA-O with Ensemble Classifiers 

Performance 

Metrics 

GA-O + Ada-Boost 

Ensemble Classification 

GA-O + Bagged 

Ensemble Classification 

Accuracy (%) 81.7 88.3 

Sensitivity (%) 89.7 89.7 

Specificity (%) 90.6 85.7 

Precision (%) 83.3 92.1 

Recall (%) 89.7 92.1 

F-Score (%) 86.4 92.1 
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The feature selection algorithm using GA-O is used to select relevant features from an 

Anopheles gambiae dataset, the selected features are the classified using SVM, KNN, DT 

and Ensemble, with GA-O+ Decision tree outperforming other procedures with 98% as 

shown in Table 4.2. 
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4.3. Feature Extraction 

The feature extraction in the current study uses PCA non-linear approach as well as ICA 

linear approach to extract subset latent components from the 2457 loaded data. Procedures 

and results achieved are discussed in the Figures 4.13, 4.14, 4.15, 4.16, 4.17, 4.18, and 

4.19. Table 4.4, 4.5, and 4.6 shows the performance evaluations for the PCA with 

classifiers.  

4.3.1. PCA Feature Extraction Algorithm with Classification Approaches 

This study explores RNA-Seq Anopheles gambiae Mosquitoes data, having susceptible and 

resistant genes. PCA algorithm which is a non-linear approach was executed on the data to 

reduce the curse of dimensionality, figure 4.13 shows the PCA procedure. PCA identifies 

and removes uncorrelated Attributes (Variables), to decide maximum variance with a 

smaller number of latent components. In this study, PCA is applied to the given data, to 

lessen the dimensionality issue and give significant gene information that is useful for 

further investigation. Classification algorithm applies SVM-Gaussian kernel and 

Polynomial kernel by utilizing MATLAB platform to implement the model. Using PCA as 

a dimensionality reduction method, 10 latent components were achieved in 11.6195 

Seconds and displayed in figure 4.14. The extracted features are classified using the SVM, 

KNN, Decision Tree and Ensemble, the confusion matrix are shown in figures 4.15, to 

4.19, the results of their performance metrics are also shown in tables 4.4 to 4.6. 10-folds 

cross-validation was used to evaluate the execution of the performance of the classification 

models, using 0.05 parameter holdout of data for training and 5% for testing to check the 

accuracy of the classifiers. 
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Figure 4. 13 Feature Extraction Using PCA 
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Figure 4. 14 Using PCA on the Pre-processed Anopheles Gambiae RNA-Seq 

Dataset 

To each of the classifiers, a basic supervised learning assessment protocol is carried out. In 

particular, the training and testing stages are assessed as 10-fold cross-validation to 

eliminate the sampling bias. This protocol is implemented using MATLAB 2015 platform. 

The reported result of the assessment is based on the following performance metrics 

(Accuracy, Sensitivity, Specificity, F-score, Precision and Recall) (Nathan et al., 2017). 

This study compares the classification performance of the models, using SVM, KNN, 

Decision tree and Ensemble using the confusion matrix to calculate the performance 

metrics. 
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4.3.2. PCA with SVM Classifiers 

 

Figure 4. 15 Confusion Matrix for PCA with SVM-Polynomial Kernel 

 

Figure 4. 16 Confusion Matrix for PCA+SVM-Gaussian Kernel 
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Table 4. 4 Execution Results Table for PCA with SVM Classifiers 

Performance 

Metrics 

PCA+SVM-

Polynomial Kernel 

PCA+SVM-

Gaussian Kernel 

Accuracy (%) 99.68 99.39 

Sensitivity (%) 99.40 99.71 

Specificity (%) 98.97 97.10 

F-Score (%) 99.25 98.60 

Precision (%) 99.10 97.52 

Recall (%) 99.40 99.70 

4.3.3. PCA with K-NN  

 

Figure 4. 17 Confusion Matrix for PCA with K-NN. TP=37; TN=15; FP=6; FN=2 
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4.3.4. PCA with Decision Tree 

 

Figure 4. 18 Confusion Matrix for PCA with Decision Tree Classifier.  

TP=35; TN=15;FP=6; FN=4 
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Table 4. 5 Performance Metrics Table for the PCA with K-NN and PCA with 

Decision Tree Classifiers 

Performance Metrics PCA+K-NN 

Classification 

PCA + Decision 

Tree Classification 

Accuracy (%) 86.7 83.3 

Sensitivity (%) 94.9 89.7 

Specificity (%) 71.4 71.4 

Precision (%) 86.1 85.4 

Recall (%) 94.9 89.7 

F-Score (%) 90.3 87.5 

4.3.5. PCA with Ensemble Classification Approach 

 

Figure 4. 19 Confusion Matrix for PCA with Ensemble Classification.  

TP=38; TN=18;FP=3; FN=1 
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Table 4. 6 Performance Metrics Table for the PCA with Ensemble Classifier 

Performance Metrics PCA+ Ensemble 

Classification 

Accuracy (%) 93.3 

Sensitivity (%) 97.4 

Specificity (%) 85.7 

Precision (%) 92.7 

Recall (%) 97.4 

F-Score (%) 93.7 

ROC Curve (%) 99.6 

Training Time (sec) 11.6195 

PCA feature extraction was used to fetch relevant latent components from the Anopheles 

gambiae dataset was classified and PCA with SVM outperformed other methods as shown 

in Table 4.4. 

 

 

 

 

 

 

 



126 
 

4.4. ICA classifications 

The Anopheles gambiae dataset uses ICA as a linear feature extraction approach to reduce 

the curse of dimensionality, the ICA algorithm was applied as a dimension reduction 

extraction to identify and eliminate uncorrelated attributes (variables) to determine the 

overall variance for a smaller number of individual components and fetched out a subset 

in 2.0509 seconds, as shown in Figure 4.20. 

 

Figure 4. 20 Feature Extraction Using ICA Feature Extraction Algorithm 
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4.4.1. ICA Feature Extraction Algorithm with Classifications Approaches 

Here, ICA is added to data from Mosquito Anopheles, which offers important gene 

knowledge that is useful for further studies. Classification algorithms use SVM kernels to 

execute the model using the MATLAB function. Using ICA as a reduction tool for 

extraction dimensionality, 25 latent component features of genes were important and 

shown in figure 4.21. 

 

Figure 4. 21 Using ICA on the Pre-processed Anopheles Gambiae RNA-Seq 

Dataset 
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The classification technique uses 10-folds cross-validation using 0.05 parameter holdout 

data for training, and 5 percent for testing to verify the accuracy of classifiers, the efficiency 

of the classification models was evaluated. The extracted features are passed into the 

classifiers, and the results of the confusion matrix are shown in figures 4.22 to 4.27, the 

confusion matrix gives a solution to the performance metrics and are shown in Tables 4.7 

to 4.9. 

4.4.2. ICA with SVM Classifiers 

 

Figure 4. 22 Confusion Matrix for the ICA with Linear-SVM (L-SVM) 

TP=36; TN=19; FP=2; FN=3 
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Figure 4. 23 Confusion Matrix for ICA with Radial Basis Function - SVM (RBF-

SVM) TP=36; TN=16; FP=5; FN=3 

Table 4. 7 Performance Metrics Table for the ICA with SVM Classifiers 

Performance 

Metrics 

ICA+L-SVM 

Classification 

ICA+RBF-

SVM 

Classification 

Accuracy (%) 91.7 86.7 

Sensitivity (%) 92.3 92.3 

Specificity (%) 90.5 76.2 

Precision (%) 94.7 87.8 

Recall (%) 92.3 92.3 

F-Score (%) 93.5 90.0 
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4.4.3. ICA with K-NN Classifier 

 

Figure 4. 24 Confusion Matrix for ICA with K-NN  

TP=36; TN=13; FP=8; FN=3 
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4.4.4. ICA with Decision Tree Classification  

 

Figure 4. 25 Confusion Matrix for the ICA with Decision Tree.  

TP=32; TN=12; FP=9; FN=7 

Table 4. 8 Performance Metrics Table for the ICA-K-NN and ICA with Decision 

Tree Classifiers 

Performance 

Metrics 

ICA-K-NN 

Classification 

ICA-Decision Tree 

Classification 

Accuracy (%) 81.7 73.3 

Sensitivity (%) 92.3 82.1 

Specificity (%) 62.0 57.1 

Precision (%) 81.8 78.1 

Recall (%) 92.3 82.1 

F-Score (%) 86.7 80.1 
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4.4.5. ICA with Ensemble Classification Approaches 

Figure 4. 26 Confusion Matrix for ICA with Ensemble (Boosted) Subspace 

Discriminant Classification TP=38; TN=18; FP=3 FN=1 
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Figure 4. 27 Confusion Matrix for ICA with Ensemble Bagged Tree Classification 

TP=35; TN=14; FP=7; FN=4 

Table 4. 9 Performance Metrics Table for the ICA with Ensemble Classifiers 

Performance 

Metrics 

ICA + Ensemble 

Subspace 

Discriminant 

Classification 

ICA + Ensemble 

Bagged Tree 

Classification 

Accuracy (%) 93.3 81.7 

Sensitivity (%) 97.4 89.7 

Specificity (%) 85.7 66.7 

Precision (%) 92.7 83.3 

Recall (%) 97.4 89.7 

F-Score (%) 95.0 86.4 



 
 

134 
 
 
 
 

Traditional methods such as the Genetic algorithm, PCA, and ICA methods have been 

widely used as a first standard stage in dimension reduction and classification. They suffer 

from numerous limitations, such as class imbalance and undersized samplings. They 

inherently have distinctive difficulties in evaluating small samples in high dimensions, due 

to singularity of the covariance matrix. These difficulties have not been satisfactorily 

addressed in the literature. Since sample covariance matrix degenerates and becomes 

singular, computational cost, making the classification accuracies high, as seen in the 

results of single dimension reduction procedure. It has been observed that these procedures 

exhibit noises still, and needs proper elimination. The single approach has proven in this 

experiment to fetch for solutions by sacrificing totality to increase efficiency in a 

reasonable time, but not good enough for solving the problems at hand.  

Hybrid approach has been proposed in recent time by numerous authors using the 

advantages of the dimensionality reduction methods. It consists of two steps majorly to 

identify best relevant features, by using different criteria at different stages to further 

improve the efficiency of the classification and further reduced the noises and 

computational cost becomes acceptable. Consequently, a hybrid dimensionality approach 

is carried out in the current work. 
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4.5. Hybridized models 

The hybrid dimensionality reduction models developed uses GA-O-PCA as a non-linear 

approach and GA-O-ICA as a linear approach, the GA-O selects the relevant features, PCA 

and ICA further selects optimal latent components from the reduced data. SVM, KNN, 

Decision Tree and Ensemble classifiers were used in the hybridized approach. Scattered plots 

were used to depict the relationship amongst variables were achieved as shown in figures 

4.28 to 4.41. The classification achieves confusion matrices as shown in Figures 4.29 to 4.41. 

also, the performance metrics table were analyzed and shown in Tables 4.9 to 4.13. 

4.5.1. The GA-O with PCA with SVM Results 

The extracted features are passed into the SVM classification algorithm using 10-folds cross-

validation and the confusion matrix of L-SVM and Medium Gaussian SVM classification 

algorithms are evaluated. 

In order to represent values for two separate numeric variables, a scatter plot utilizes dots. 

Each dot's location on the horizontal and vertical axis shows the values for the individual 

data point. For analyzing relationships between variables, scatter plots are used. 
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Figure 4. 28 A scatter plot of the SVM attributes to show effects of the Variables. 

 

 

 

 

 

 

Figure 4. 29 Confusion Matrix for GA+PCA+ SVM-RBF  

TP= 36; TN= 15; FP= 6; FN= 3. 
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4.5.2. The GA-O with ICA with SVM Results 

 

 

 

 

 

 

Figure 4. 30 Confusion Matrix for GA-O+ICA+ SVM-RBF  

TP= 39; TN= 16; FP= 5; FN= 0. 

Table 4. 10  Performance Metrics Table for the GA-O with PCA and SVM, GA-O 

with ICA and SVM classifiers 

 
 
 Performance Metrics (%) 

GA-O +PCA+ 

SVM-RBF 

GA-O 

+ICA+SVM-RBF 

Accuracy  85.0 91.7 

Sensitivity 92.3 100 

Specificity 71.4 76.2 

Precision 85.7 88.6 

Recall 92.3 100 

F-score 88.9 94 
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4.5.3. The GA-O with PCA with K-NN Results  

 

Figure 4. 31 A Scatter Plot of The Attributes For K-NN to Show Effects of The 

Variables. 
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Figure 4. 32 Confusion Matrix for GA-O+PCA+K-NN.  

TP= 39; TN= 11; FP= 10; FN= 0. 
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4.5.4. The GA-O with ICA with K-NN Results  

 

Figure 4. 33 Confusion matrix for GA-O+ICA+K-NN TP= 39; TN= 15; FP= 6; 

FN= 0. 

Table 4. 11 Performance Metrics Table for the GA-O+PCA+K-NN and GA-

O+ICA+KNN Classification 

Performance Metrics (%) GA-O+PCA+K-NN GA-O+ICA+K-NN 

Accuracy  88.3 90 

Sensitivity 100 100 

Specificity 52.4 52.4 

Precision 79.6 86.7 

Recall 100 100 

F-score 88.6 92.88 
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4.5.5. The Ensemble Classification Results 

 

Figure 4. 34 A Scatter Plot of The Attributes Ensemble to Show Effects of The 

Variables. 
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4.5.6. The GA-O with PCA with Ensemble Approaches 

 

Figure 4. 35 Confusion Matrix for GA-O+PCA+ Ensemble (boosted)  

TP= 39; TN= 11; FP= 10; FN= 0. 
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Figure 4. 36 Confusion Matrix for GA-O+PCA+ Ensemble (bagged)  

TP= 38; TN= 17; FP= 4; FN=1. 

 

 

 

 

 

 

 



 
 

144 
 
 
 
 

4.5.7. The GA-O with ICA with Ensemble Approaches  

 

Figure 4. 37 Confusion Matrix for GA-O + ICA + Ensemble (boosted)  

TP= 38; TN= 18; FP= 3; FN= 1. 
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Figure 4. 38 Confusion Matrix for GA-O + ICA + Ensemble (bagged)  

TP= 38; TN= 16; FP= 5; FN= 1 

 

 

 

 

 

 

 

 

 



 
 

146 
 
 
 
 

Table 4. 12 Performance Metrics Table for the GA-O + PCA + Ensemble 

Classification 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Performance 

Metrics (%) 

GA-O+PCA 

+ Ensemble 

(boosted) 

GA-O+PCA 

+ Ensemble 

(Bagged) 

GA-

O+ICA+ 

Ensemble 

(boosted) 

GA-

O+ICA+ 

Ensemble 

(Bagged) 

Accuracy  83 91.7 93.0 90.0 

Sensitivity 100 97.4 97 97.4 

Specificity 52.0 81.0 81 85.7 

Precision 80.0 91.0 90.5 88.4 

Recall 100 97.0 97.4 97.0 

F-score 89.0 94.0 93.8 92.5 
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4.5.8. The Decision Tree Results 

 

Figure 4. 39 A Scatter Plot of The Attributes Decision Tree. 
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4.5.9. The GA-O with PCA with Decision Tree Approach 

 

Figure 4. 40 Confusion matrix for GA-O + PCA + Decision Tree 

TP= 34; TN= 14; FP= 7; FN= 5 
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4.5.10. The GA-O with ICA with Decision Tree  

 

Figure 4. 41 Confusion matrix for GA-O + ICA + Decision Tree.  

TP= 34; TN= 14; FP= 7; FN= 5 
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Table 4. 13 Performance Metrics Table for the GA-O + PCA + Decision Tree 

Classification 

Performance Metrics (%) 
GA-O+PCA+ 

DECISION TREE 

GA-O+ICA+ 

DECISION TREE 

Accuracy  80 80 

Sensitivity 87.2 87 

Specificity 66.7 67.0 

Precision 83.0 82.9 

Recall 87.0 87.2 

F-score 84.9 85.0 
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4.6. Validation of Result  

Experiments have been performed using a hybrid dimensionality reduction using an 

optimized genetic algorithm with feature extraction (PCA and ICA) was carried out for 

the classification of RNA-Seq Anopheles gambiae dataset. The classifier employs SVM, 

K-NN, Ensemble and Decision Tree algorithms for implementation, the output of the 

accuracy for the performance metrics of the hybrid approach is tabulated in table 4.14 

with GA-O + ICA + Ensemble outperforming other approaches with 93% accuracy. 

Table 4. 14 Accuracy Metrics for the Hybridized Technique of the Study 

Hybridized Approach (HYDREC) Accuracy (%) 

GA-O+PCA+SVM 85 

GA-O +ICA+SVM 91.7 

GA-O +PCA+K-NN 88.3 

GA-O +ICA+K-NN 90 

GA-O + PCA + Ensemble (Boosted) 83 

GA-O + PCA + Ensemble (Bagged) 91.7 

GA-O + ICA + Ensemble (Boosted) 93 

GA-O + PCA + Decision Tree 80 

GA-O + ICA + Decision Tree 80 
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A significant application of the data obtained from RNA-Seq dimensions is the 

classification of resistance, tolerant and susceptible genes which are either regulated up or 

down when samples are exposed to pyrethroid class of insecticide to determine insecticide 

resistance control. To achieve such classifications, a variety of algorithms have been 

proposed. These algorithms typically require optimization of parameters to get detailed 

results. It is very important to find an optimal collection of markers among controlled genes 

which can be used clinically. In this study the anopheles’ dataset was used in the 

experiment, 474 features were relevant using the Genetic Algorithm optimization 

procedure. PCA and ICA were used to fetch for latent components in the reduced data, 10 

and 25 latent components were observed. With GA-O, PCA and ICA algorithms, several 

experiments were observed, even though there was a necessity for efficient approaches to 

be implemented, yet optimization is required to obtain accurate results by finding the 

optimal set of markers among genes that can clinically be utilized for building assays for 

diagnosis and prognosis of malaria infections. This optimization-based method has been 

proved as efficient for classification and can allow clinicians to diagnose and follow the 

progression of malaria infections in human. 

The hybrid dimensionality reduction model developed in this study outperformed existing 

models in terms of accuracy with GA-O + ICA + Ensemble achieving 93% as shown in 

Table 4.15. Several publications have emanated from this work as shown in Appendix A. 
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Table 4. 15 Comparative Table Showing Performance Measures of Other 

Techniques 

Authors Techniques Accuracy (%) 

 Susmi, 2016 PCA-GA & CCA-GA+NN 88 

Shreem et al., 2016 Symmetrical Uncertainty+ 

Harmony Search Algorithm 

+ Naïve Bayes 

87 

Lu et al., 2017 Mutual Information 

Maximization-GA+SVM 

83 

Aziz et al., 2017b ICA+ABC + Naïve Bayes 92 

Dashtban & Balafar, 2017 Laplacian-GA and Fisher-

GA+KNN 

91 

Salem et al., 2017 Information Gain-GA + 

Genetic Programming 

85 

Mashhour et al., 2018 Firefly + Chi-square + 

KNN 

80 

Dashtban et al., 2018 Fisher + Bat Algorithm + 

SVM 

85 

Proposed Hybrid Model GA-O + ICA + Ensemble 

(Boosted) 

93 
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CHAPTER FIVE 

5.0 SUMMARY, CONCLUSIONS AND RECOMMENDATIONS 

5.1. Summary 

In this study, a hybrid dimensionality reduction model was developed by combining feature 

selection and feature extraction technique, the reduced data are then classified. The system 

combines an optimized Genetic Algorithm with PCA and ICA separately. The reduced data 

are then classified using K-NN, DT, SVM and Ensemble algorithms to improve the 

accuracy of the system and to reduce dimensionality. Genetic algorithm used in the system 

handles the correlation of the data more efficiently. PCA and ICA were adopted to extract 

outliers which simplify the data for classification. K-NN, DT, SVM and Ensemble 

classification were used to classify the Anopheles data and results were obtained.  The 

developed method improves the performance of the gene expression RNA-Seq data. This 

system performs dimensionality reduction in a simpler way by reducing the complexity of 

the system when compared with a conventional model. It achieved good accuracy, and the 

Receiver Operating Characteristics Curve is decreased. Thus, the dimensionality reduction 

can be made more efficient using the newly developed system. This experiment shows that 

not all the top components of PCA and ICA are useful for classification. Also, the tail 

components contain discriminative information, so it is of great necessity to combine 

feature selection with feature extraction to analyze high dimensional problems.  
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5.2. Conclusions 

This research work contributes to knowledge by employing hybridized genetic algorithm 

optimizer as a feature selection and feature extraction algorithms as pre-processing stages 

in mining RNA-Seq dataset. It also developed a prediction model using RNA-Seq 

Anopheles dataset, which can provide clinicians and researchers with a prediction of 

insecticidal classification and designs. 

Further, a novel method was introduced to resolve the inherent problems in high 

dimensionality of gene expression data, the hybridized dimensionality reduction method 

was used to guarantee positive definiteness of the relevant data. An optimized genetic 

algorithm with PCA and ICA algorithms was developed, on a malaria vector benchmark 

dataset. The results are unique, using SVM, KNN, Ensemble and Decision tree classifiers.  

This study has proven that the conventional techniques such as the classical GA, to reduce 

the dimensionality in gene expression datasets do not work well enough and they 

degenerate. This point has been overlooked in the literature. There is a need for a new and 

novel method for fetching relevant information that will help in decision making from the 

original data. 

Although this study has analyzed and demonstrated its results on publicly available 

benchmarked Anopheles RNA-Seq gene expression dataset, the novel methodology is 

useful for the analysis of high quality of genomic data obtained from high throughput 

experiments and state-of-the-art technologies due to its openings for quality new genomic 

data. There is a need for new and novel methods such as the ones presented in this study to 
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analyze and interpret the genomic data better with high dimensions. For example, the 

identification of new insecticide resistance and susceptible genes may provide new 

therapeutic targets and improve the predictive abilities of genetic testing. This will help 

clinical sequencing of patients suffering from disease and may eventually guide diagnosis 

and treatment decisions in personalized medicine. The proposed method can be used to 

solve new problems and challenges present in the analysis of transcriptomics data in 

bioinformatics and other biomedical applications. 

The use and introduction of the optimization approach for dimension reduction in GA 

model is confined to dimension reduction. It has many other applications in predictive 

computational modeling of physical and biological diverse materials. In the literature, 

several classifiers have been used, the framework, unique holdout and cross validation of 

10 with one predictor have been used to carry out the analysis.  

5.3. Recommendations 

The developed system is therefore recommended to the entire body of knowledge and to 

researchers for carrying out feature selection, feature extraction and classification in 

bioinformatics, for classifying other diseases and in data mining in general. 

The proposed future work is to build a framework that efficiently identifies unlabeled data 

with less time, more work can be done to train and validate the system with various datasets 

of diseases and organisms, such as cancer data, HIV data and even Corona virus data. Also, 

extension of the results of this work to cover Linear Discriminant Analysis (LDA), 
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classification optimizer, probabilistic independent component analysis (PICA), Ant 

Colony Optimizer (ACO) and Cluster analysis problems as well as choosing the best subset 

of the genes can be used to compare their performances with other strategies of algorithms.  

The classification accuracy of GAO + ICA + Ensemble has shown improvement 

when compared to other techniques. Hence, combining more than one method yields 

insightful classification accuracy and aids in identification of relevant genes. 

5.4. Contribution to Knowledge 

The main input of this study to the body of knowledge will be the development of a hybrid 

dimensionality reduction techniques, by evolving an optimized genetic algorithm, 

combined with feature extraction algorithms (PCA and ICA) respectively, for the 

classification of malaria vector RNA-Seq gene expression data. A model will be developed, 

for mosquito Anopheles gambiae in RNA-Seq gene expression data for the prediction of 

malaria infection control and transmission.  

This study provides clinicians with classifications approaches which reduce computational 

load and detect subtypes of genes and proteins as target. This work provides an improved 

technique for better understanding and interpretation of redundancy elimination in RNA-

Seq data; a new approach is created for finding a better representation of RNA-Seq data.  
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APPENDIX B 

DATA CODE 

function varargout = Data(varargin) 

% DATA MATLAB code for Data.fig 

%      DATA, by itself, creates a new DATA or raises the existing 

%      singleton*. 

%      H = DATA returns the handle to a new DATA or the handle to 

%      the existing singleton*. 

%      DATA('CALLBACK',hObject,eventData,handles,...) calls the local 

%      function named CALLBACK in DATA.M with the given input arguments. 

%      DATA('Property','Value',...) creates a new DATA or raises the 

%      existing singleton*.  Starting from the left, property value pairs are 

%      applied to the GUI before Data_OpeningFcn gets called.  An 

%      unrecognized property name or invalid value makes property application 

%      stop.  All inputs are passed to Data_OpeningFcn via varargin. 

%      *See GUI Options on GUIDE's Tools menu.  Choose "GUI allows only one 

%      instance to run (singleton)". 

% See also: GUIDE, GUIDATA, GUIHANDLES 

% Edit the above text to modify the response to help Data 

% Developed by GUIDE v2.5 16-Oct-2019 21:12:10 

% Begin initialization code - DO NOT EDIT 

gui_Singleton = 1; 

gui_State = struct('gui_Name',       mfilename, ... 

                   'gui_Singleton',  gui_Singleton, ... 

                   'gui_OpeningFcn', @Data_OpeningFcn, ... 

                   'gui_OutputFcn',  @Data_OutputFcn, ... 

                   'gui_LayoutFcn',  [] , ... 
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                   'gui_Callback',   []); 

if nargin && ischar(varargin{1}) 

    gui_State.gui_Callback = str2func(varargin{1}); 

end 

if nargout 

    [varargout{1:nargout}] = gui_mainfcn(gui_State, varargin{:}); 

else 

    gui_mainfcn(gui_State, varargin{:}); 

end 

% End initialization code - DO NOT EDIT 

% --- Executes just before Data is made visible. 

function Data_OpeningFcn(hObject, eventdata, handles, varargin) 

% This function has no output args, see OutputFcn. 

% hObject    handle to figure 

% eventdata  reserved - to be defined in a future version of MATLAB 

% handles    structure with handles and user data (see GUIDATA) 

% varargin   command line arguments to Data (see VARARGIN) 

% Choose default command line output for Data 

handles.output = hObject; 

guidata(hObject, handles); 

set(handles.uipanel7,'visible','off'); 

set(handles.uipanel8,'visible','off'); 

set(handles.text6,'visible','off'); 

set(handles.text7,'visible','off'); 

set(handles.text8,'visible','off'); 

set(handles.text9,'visible','off'); 

set(handles.text10,'visible','off'); 

set(handles.text11,'visible','off'); 

set(handles.text12,'visible','off'); 

set(handles.text13,'visible','off'); 
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set(handles.uipanel9,'visible','off'); 

% Update handles structure 

% UIWAIT makes Data wait for user response (see UIRESUME) 

% uiwait(handles.figure1); 

% --- Outputs from this function are returned to the command line. 

function varargout = Data_OutputFcn(hObject, eventdata, handles)  

% varargout  cell array for returning output args (see VARARGOUT); 

% hObject    handle to figure 

% eventdata  reserved - to be defined in a future version of MATLAB 

% handles    structure with handles and user data (see GUIDATA) 

% Get default command line output from handles structure 

varargout{1} = handles.output; 

%% Setup the GA 

clear all; clc; 

ff='testfunction'; % objective function 

npar=2; % number of optimization variables 

varhi=2; varlo=-1; % variable limits 

%% II Stopping criteria 

maxit=100; % max number of iterations 

mincost=-999999; % minimum cost 

%% III GA parameters 

popsize=100; % set population size 

mutrate=.01; % set mutation rate 

selection=0.8; % fraction of population kept 

Nt=npar; % continuous parameter GA Nt=#variables 

keep=floor(selection*popsize); % #population members that survive 

nmut=ceil((popsize-1)*Nt*mutrate); % total number of mutations 

M=ceil((popsize-keep)/2); % number of matings // CEIL   Round towards plus infinity. 

%% Create the initial population 

iga=0; % generation counter initialized 
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par=(varhi-varlo)*rand(popsize,npar)+varlo; % random 

Coords{1}=par; 

cost=feval(ff,par); % calculates population cost using ff 

[cost,ind]=sort(cost,'descend'); % min cost in element 1// SORT in ascending or 

descending order. 

par=par(ind,:); % sort continuous 

minc(1)=max(cost); % minc contains max of 

meanc(1)=mean(cost); % meanc contains mean of population 

%% Iterate through generations (Main Loop) 

while iga<maxit 

iga=iga+1; % increments generation counter 

% Pair and mate 

M=ceil((popsize-keep)/2); % number of matings 

prob=flipud([1:keep]'/sum([1:keep])); % weights chromosomes 

odds=[0 cumsum(prob(1:keep))']; % probability distribution function 

pick1=rand(1,M); % mate #1 (vector of length M with random #s between 0 and 1) 

pick2=rand(1,M); % mate #2 

% ma and pa contain the indices of the chromosomes that will mate 

% Choosing integer k with probability p(k) 

% 

ic=1; 

while ic<=M 

for id=2:keep+1 

if pick1(ic)<=odds(id) && pick1(ic)>odds(id-1) 

ma(ic)=id-1; 

end 

if pick2(ic)<=odds(id) && pick2(ic)>odds(id-1) 

pa(ic)=id-1; 

end 

end 
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ic=ic+1; 

end 

% Performs mating using single point crossover 

ix=1:2:keep; % index of mate #1 

xp=ceil(rand(1,M)*Nt); % crossover point 

r=rand(1,M); % mixing parameter 

for ic=1:M 

xy=par(ma(ic),xp(ic))-par(pa(ic),xp(ic)); % ma and pa mate 

par(keep+ix(ic),:)=par(ma(ic),:); % 1st offspring 

par(keep+ix(ic)+1,:)=par(pa(ic),:); % 2nd offspring 

par(keep+ix(ic),xp(ic))=par(ma(ic),xp(ic))-r(ic).*xy; % 1st 

par(keep+ix(ic)+1,xp(ic))=par(pa(ic),xp(ic))+r(ic).*xy; % 2nd 

if xp(ic)<npar % crossover when last variable not selected 

par(keep+ix(ic),:)=[par(keep+ix(ic),1:xp(ic)) 

par(keep+ix(ic)+1,xp(ic)+1:npar)]; 

par(keep+ix(ic)+1,:)=[par(keep+ix(ic)+1,1:xp(ic)) 

par(keep+ix(ic),xp(ic)+1:npar)]; 

end % if 

end 

% Mutate the population 

mrow=sort(ceil(rand(1,nmut)*(popsize-1))+1); 

mcol=ceil(rand(1,nmut)*Nt); 

for ii=1:nmut 

par(mrow(ii),mcol(ii))=(varhi-varlo)*rand+varlo; 

% mutation 

end % ii 

% The new offspring and mutated chromosomes are 

% evaluated 

cost=feval(ff,par); 

% Sort the costs and associated parameters 



 
 

197 
 
 
 
 

[cost,ind]=sort(cost,'descend'); 

par=par(ind,:); 

Coords{iga+1}=par; 

% Plot function  26_11_16 

figure (2) 

  [X,Y] = meshgrid(-1:.02:2, -1:.02:2); 

        Z =sin(4*pi*X).*X-sin(4*pi*Y+pi).*Y+1; 

        %hold on; 

        % sin(4*pi*xx).*xx-sin(4*pi*yy+pi).*yy+1 

        surf(X,Y,Z) 

        xlabel('x') 

        ylabel('y') 

        zlabel('f(x,y)') 

       hold on; 

  pcolor(X,Y,Z);              

 % is really a SURF with its view set to directly above shading interp 

% Plot offspring population at each generation 

  plot3(Coords{iga+1}(:,1)',Coords{iga+1}(:,2)',cost, 'b*'); 

  hold off; 

  %plot3(par(:,1)',par(:,2)',cost, 'b*'); 

  % Coords{iga+1}(:,1)'.*sin(4*pi*Coords{iga+1}(:,1)') - 

Coords{iga+1}(:,2)'.*sin(4*Coords{iga+1}(:,2)'+pi)+1 

    %axis([-1 2 -1 2]); 

    pause(0.1) 

% Do statistics for a single nonaveraging run 

minc(iga+1)=max(cost); 

meanc(iga+1)=mean(cost); 

% Stopping criteria 

if iga>maxit || cost(1)<mincost 

break 
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end 

[iga cost(1)]; 

end %iga 

%% Displays the output 

day=clock; 

disp(datestr(datenum(day(1),day(2),day(3),day(4),day(5),day(6)),0)) 

disp(['optimized function is ' ff]) 

format short g 

disp(['popsize=' num2str(popsize) ' mutrate=' num2str(mutrate) ' # par=' num2str(npar)]) 

disp(['#generations=' num2str(iga) ' best cost=' num2str(cost(1))]) 

disp('best solution') 

disp(num2str(par(1,:))) 

disp('continuous genetic algorithm') 

figure(1) 

iters=0:length(minc)-1; 

plot(iters,minc,iters,meanc,'r'); 

xlabel('generation');ylabel('fitness'); 

title('Fitness function') 

legend('Best individual','Mean of population','Location','east') 

function Load_Callback(hObject, eventdata, handles) 

% hObject    handle to Load (see GCBO) 

% eventdata  reserved - to be defined in a future version of MATLAB 

% handles    structure with handles and user data (see GUIDATA) 

[filename, pathname] = uigetfile({ 

   '*.xlsx;*.xls','excel files (*.xlsx,*.xls)'; ... 

   '*.*',  'All Files (*.*)'}, ... 

   'Pick a file'); 

columnformat={''} 

set(handles.edit5,'string',filename); 

filet=[pathname,'\',filename]; 
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[n,t,raw]=xlsread(filet,''); 

[ni,na]=size(n); 

ni=num2str(ni); 

na=num2str(na); 

 set(handles.uitable1,'Data',raw,'ColumnFormat',columnformat); 

 %% Loading data to table 

pause(1) 

set(handles.text13,'visible','on'); 

set(handles.text6,'visible','on'); 

pause(0.3); 

set(handles.text7,'visible','on'); 

pause(0.3); 

set(handles.text8,'visible','on'); 

pause(0.3); 

set(handles.text9,'visible','on'); 

pause(0.3); 

set(handles.text10,'visible','on'); 

pause(0.3); 

set(handles.text11,'visible','on'); 

pause(0.3); 

set(handles.text12,'visible','on'); 

pause(0.3); 

set(handles.text7,'visible','off'); 

set(handles.text8,'visible','off'); 

set(handles.text9,'visible','off'); 

set(handles.text10,'visible','off'); 

set(handles.text11,'visible','off'); 

set(handles.text12,'visible','off'); 

pause(0.3); 

set(handles.text7,'visible','on'); 
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pause(0.3); 

set(handles.text8,'visible','on'); 

pause(0.3); 

set(handles.text9,'visible','on'); 

pause(0.3); 

set(handles.text10,'visible','on'); 

pause(0.3); 

set(handles.text11,'visible','on'); 

pause(0.3); 

set(handles.text12,'visible','on'); 

pause(0.3); 

set(handles.text7,'visible','off'); 

set(handles.text8,'visible','off'); 

set(handles.text9,'visible','off'); 

set(handles.text10,'visible','off'); 

set(handles.text11,'visible','off'); 

set(handles.text12,'visible','off'); 

pause(0.3); 

set(handles.text7,'visible','on'); 

pause(0.3); 

set(handles.text8,'visible','on'); 

pause(0.3); 

set(handles.text9,'visible','on'); 

pause(0.3); 

set(handles.text10,'visible','on'); 

pause(0.3); 

set(handles.text11,'visible','on'); 

pause(0.3); 

set(handles.text12,'visible','on'); 

pause(0.3); 
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set(handles.text7,'visible','off'); 

set(handles.text8,'visible','off'); 

set(handles.text9,'visible','off'); 

set(handles.text10,'visible','off'); 

set(handles.text11,'visible','off'); 

set(handles.text12,'visible','off'); 

pause(0.3); 

set(handles.text7,'visible','on'); 

pause(0.3); 

set(handles.text8,'visible','on'); 

pause(0.3); 

set(handles.text9,'visible','on'); 

pause(0.3); 

set(handles.text10,'visible','on'); 

pause(0.3); 

set(handles.text11,'visible','on'); 

pause(0.3); 

set(handles.text12,'visible','on'); 

pause(0.3); 

set(handles.text7,'visible','off'); 

set(handles.text8,'visible','off'); 

set(handles.text9,'visible','off'); 

set(handles.text10,'visible','off'); 

set(handles.text11,'visible','off'); 

set(handles.text12,'visible','off'); 

pause(0.3); 

set(handles.text7,'visible','on'); 

pause(0.3); 

set(handles.text8,'visible','on'); 

pause(0.3); 
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set(handles.text9,'visible','on'); 

pause(0.3); 

set(handles.text10,'visible','on'); 

pause(0.3); 

set(handles.text11,'visible','on'); 

pause(0.3); 

set(handles.text12,'visible','on'); 

pause(0.3); 

set(handles.text7,'visible','off'); 

set(handles.text8,'visible','off'); 

set(handles.text9,'visible','off'); 

set(handles.text10,'visible','off'); 

set(handles.text11,'visible','off'); 

set(handles.text12,'visible','off'); 

pause(0.3); 

set(handles.text7,'visible','on'); 

pause(0.3); 

set(handles.text8,'visible','on'); 

pause(0.3); 

set(handles.text9,'visible','on'); 

pause(0.3); 

set(handles.text10,'visible','on'); 

pause(0.3); 

set(handles.text11,'visible','on'); 

pause(0.3); 

set(handles.text12,'visible','on'); 

pause(0.3); 

set(handles.text7,'visible','off'); 

set(handles.text8,'visible','off'); 

set(handles.text9,'visible','off'); 
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set(handles.text10,'visible','off'); 

set(handles.text11,'visible','off'); 

set(handles.text12,'visible','off'); 

pause(0.3); 

set(handles.text7,'visible','on'); 

pause(0.3); 

set(handles.text8,'visible','on'); 

pause(0.3); 

set(handles.text9,'visible','on'); 

pause(0.3); 

set(handles.text10,'visible','on'); 

pause(0.3); 

set(handles.text11,'visible','on'); 

pause(0.3); 

set(handles.text12,'visible','on'); 

pause(0.3); 

set(handles.text7,'visible','off'); 

set(handles.text8,'visible','off'); 

set(handles.text9,'visible','off'); 

set(handles.text10,'visible','off'); 

set(handles.text11,'visible','off'); 

set(handles.text12,'visible','off'); 

pause(0.3); 

set(handles.text7,'visible','on'); 

pause(0.3); 

set(handles.text8,'visible','on'); 

pause(0.3); 

set(handles.text9,'visible','on'); 

pause(0.3); 

set(handles.text10,'visible','on'); 
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pause(0.3); 

set(handles.text11,'visible','on'); 

pause(0.3); 

set(handles.text12,'visible','on'); 

pause(0.3); 

set(handles.text7,'visible','off'); 

set(handles.text8,'visible','off'); 

set(handles.text9,'visible','off'); 

set(handles.text10,'visible','off'); 

set(handles.text11,'visible','off'); 

set(handles.text12,'visible','off'); 

pause(0.3); 

set(handles.text7,'visible','on'); 

pause(0.3); 

set(handles.text8,'visible','on'); 

pause(0.3); 

set(handles.text9,'visible','on'); 

pause(0.3); 

set(handles.text10,'visible','on'); 

pause(0.3); 

set(handles.text11,'visible','on'); 

pause(0.3); 

set(handles.text12,'visible','on'); 

%  

pause(3) 

msgbox('Data Succesfully Loaded'); 

set(handles.text13,'visible','off'); 

set(handles.text6,'visible','off'); 

set(handles.text7,'visible','off'); 

set(handles.text8,'visible','off'); 
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set(handles.text9,'visible','off'); 

set(handles.text10,'visible','off'); 

set(handles.text11,'visible','off'); 

set(handles.text12,'visible','off'); 

% set(handles.pushbutton7,'visible','off'); 

nii=' Instances loaded'; 

naa=' Attributes loaded'; 

na1=strcat(na,naa); 

ni1=strcat(ni,nii); 

set(handles.text14,'string',na1); 

set(handles.text15,'string',ni1); 

function edit1_Callback(hObject, eventdata, handles) 

% hObject    handle to edit1 (see GCBO) 

% eventdata  reserved - to be defined in a future version of MATLAB 

% handles    structure with handles and user data (see GUIDATA) 

% Hints: get(hObject,'String') returns contents of edit1 as text 

%        str2double(get(hObject,'String')) returns contents of edit1 as a double 

% --- Executes on button press in pushbutton5. 

function pushbutton5_Callback(hObject, eventdata, handles) 

% hObject    handle to pushbutton5 (see GCBO) 

% eventdata  reserved - to be defined in a future version of MATLAB 

% handles    structure with handles and user data (see GUIDATA) 

b=get(handles.edit6,'string'); 

ext='.xlsx'; 

ex=[b,ext]; 

dt=get(handles.uitable1,'Data'); 

xlswrite(ex,dt); 

msgbox('Data Saved succesfully'); 

% --- Executes on button press in pca. 

function pca_Callback(hObject, eventdata, handles) 
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% hObject    handle to pca (see GCBO) 

% eventdata  reserved - to be defined in a future version of MATLAB 

% handles    structure with handles and user data (see GUIDATA) 

% Hint: get(hObject,'Value') returns toggle state of pca 

% --- Executes on button press in pushbutton2. 

function pushbutton2_Callback(hObject, eventdata, handles) 

% hObject    handle to pushbutton2 (see GCBO) 

% eventdata  reserved - to be defined in a future version of MATLAB 

% handles    structure with handles and user data (see GUIDATA) 

 global normilization 

 if (normilization == 1) 

 data = load('feature.mat'); 

data=data.feature; 

fprintf('Orignal dimensions/features in dataset for each example\n') 

size(data,2) 

fprintf('implementing PCA ..\n') 

[x_norm, mu, sigma] = featureNormalize(data); 

[U,S,X_reduce]= pca(x_norm,10); 

fprintf('Now the no. of dimesions/features in each instance of dataset is:\n') 

size(X_reduce,2); 

sz=size(X_reduce,2) 

pcareduce=X_reduce; 

save sz 

save pcareduce 

 elseif (normilization==2) 

end 

% --- Executes on button press in pushbutton10. 

function pushbutton10_Callback(hObject, eventdata, handles) 

% hObject    handle to pushbutton10 (see GCBO) 

% eventdata  reserved - to be defined in a future version of MATLAB 
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% handles    structure with handles and user data (see GUIDATA) 

b=get(handles.edit9,'string'); 

if isempty(b); 

    errordlg('sig value cannot be null'); 

    return 

else 

group=xlsread('malaria.xlsx','A2:A63'); 

obs=xlsread('malaria.xlsx','B2:BXY63'); 

rng(80000,'twister'); 

 holdoutCVP = cvpartition(group,'holdout',2) 

dataTrain = obs(holdoutCVP.training,:); 

save dataTrain 

grpTrain = group(holdoutCVP.training); 

dataTrainG1 = dataTrain(grp2idx(grpTrain)==1,:); 

dataTrainG2 = dataTrain(grp2idx(grpTrain)==2,:); 

Significantvalue=str2num(b); 

% [a1,a2,a3] = anova1(obs(:,1),group); 

timing=tic; 

[h,p,ci,stat] = 

ttest2(dataTrainG1,dataTrainG2,'Vartype','unequal','alpha',Significantvalue); 

save p 

save grpTrain 

figure,ecdf(p); 

xlabel('P value');  

ylabel('CDF value'); 

[~,featureIdxSortbyP] = sort(p,2); % sort the features 

testMCE = zeros(1,54); 

resubMCE = zeros(1,54); 

nfs = 100:100:1000; 

classf = @(xtrain,ytrain,xtest,ytest) ... 
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             sum(~strcmp(ytest,classify(xtest,xtrain,ytrain,'quadratic'))); 

resubCVP = cvpartition(length(group),'resubstitution'); 

collecter; 

collecter1; 

timesel=toc(timing); 

timesel=num2str(timesel); 

tm=timesel; 

set(handles.text25,'string',tm); 

remdata; 

end 

% for i = 1:54 

%    fs = featureIdxSortbyP(1:nfs(i)); 

%    testMCE(i) = crossval(classf,obs(:,fs),group,'partition',holdoutCVP)... 

%        /holdoutCVP.TestSize; 

%    resubMCE(i) = crossval(classf,obs(:,fs),group,'partition',resubCVP)/... 

%        resubCVP.TestSize; 

% end 

%  plot(nfs, testMCE,'o',nfs,resubMCE,'r^'); 

%  xlabel('Number of Features'); 

%  ylabel('MCE'); 

%  legend({'MCE on the test set' 'Resubstitution MCE'},'location','NW'); 

%  title('Simple Filter Feature Selection Method'); 

% testMCE(3) 

% %% 

% % These are the first 15 features that achieve the minimum MCE: 

% featureIdxSortbyP(1:55) 

% --- Executes on button press in pushbutton11. 

function pushbutton11_Callback(hObject, eventdata, handles) 

% hObject    handle to pushbutton11 (see GCBO) 

% eventdata  reserved - to be defined in a future version of MATLAB 
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% handles    structure with handles and user data (see GUIDATA) 

set(handles.pushbutton2,'enable','on'); 

[filename, pathname] = uigetfile({ 

   '*.xlsx;*.xls','excel files (*.xlsx,*.xls)'; ... 

   '*.*',  'All Files (*.*)'}, ... 

   'Pick a file'); 

columnformat={''} 

set(handles.edit5,'string',filename); 

filet=[pathname,'\',filename]; 

[n,t,raw]=xlsread(filet,''); 

[ni,na]=size(n); 

ni=num2str(ni); 

na=num2str(na); 

 set(handles.uitable1,'Data',raw,'ColumnFormat',columnformat); 

function edit13_Callback(hObject, eventdata, handles) 

% hObject    handle to edit13 (see GCBO) 

% eventdata  reserved - to be defined in a future version of MATLAB 

% handles    structure with handles and user data (see GUIDATA) 

% --- Executes when selected object is changed in ftgroup. 

function ftgroup_SelectionChangedFcn(hObject, eventdata, handles) 

% hObject    handle to the selected object in ftgroup  

% eventdata  reserved - to be defined in a future version of MATLAB 

% handles    structure with handles and user data (see GUIDATA) 

global  normilization 

value= get(eventdata.NewValue,'Tag') 

switch value 

    case 'pca'; 

      normilization =1 

    case  'ica'; 

       normilization=2 
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end 

% --- Executes on button press in pushbutton12. 

function pushbutton12_Callback(hObject, eventdata, handles) 

% hObject    handle to pushbutton12 (see GCBO) 

% eventdata  reserved - to be defined in a future version of MATLAB 

% handles    structure with handles and user data (see GUIDATA) 

set(handles.pushbutton13,'enable','on'); 

[filename, pathname] = uigetfile({ 

   '*.xlsx;*.xls','excel files (*.xlsx,*.xls)'; ... 

   '*.*',  'All Files (*.*)'}, ... 

   'Pick a file'); 

columnformat={''} 

set(handles.edit14,'string',filename); 

filet=[pathname,'\',filename]; 

[n,t,raw]=xlsread(filet,''); 

[ni,na]=size(n); 

ni=num2str(ni); 

na=num2str(na); 

at=' Attributes Loaded'; 

naa=strcat(na,at); 

set(handles.text14,'string',naa) 

 set(handles.uitable1,'Data',raw,'ColumnFormat',columnformat); 

% --- Executes on button press in pushbutton13. 

function pushbutton13_Callback(hObject, eventdata, handles) 

% hObject    handle to pushbutton13 (see GCBO) 

% eventdata  reserved - to be defined in a future version of MATLAB 

% handles    structure with handles and user data (see GUIDATA) 

global normilization value 

extract=get(handles.edit14,'string'); 

deta=xlsread(extract); 
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 if (value== 'radiobutton13') 

 %data = load('feature.mat'); 

timing=tic; 

data=deta; 

fprintf('Orignal dimensions/features in dataset for each example\n') 

size(data,2) 

fprintf('implementing ICA ..\n') 

[x_norm, mu, sigma] = featureNormalize(data); 

[U,S,X_reduce]= ica(x_norm,10); 

fprintf('Now the no. of dimesions/features in each instance of dataset is:\n') 

size(X_reduce,2); 

sz=size(X_reduce,2) 

pcareduce=X_reduce; 

save sz 

save icareduce 

timing2=toc(timing); 

timing2=num2str(timing2); 

secc=' seconds'; 

tm=[timing2,secc]; 

set(handles.text24,'string',tm); 

selectedf; 

 elseif (value== 'radiobutton15') 

   grp=load('grpTrain.mat','grpTrain'); 

   grp=grp.grpTrain; 

   timing=tic; 

   ncomp=25; 

  [XL,YL,XS] = ICA(deta,grp,ncomp); 

  save XS 

  timing2=toc(timing); 

  timing2=num2str(timing2); 
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secc=' seconds'; 

tm=[timing2,secc]; 

set(handles.text24,'string',tm); 

  selectedf; 

 end 

% --- Executes when selected object is changed in uibuttongroup2. 

function uibuttongroup2_SelectionChangedFcn(hObject, eventdata, handles) 

% hObject    handle to the selected object in uibuttongroup2  

% eventdata  reserved - to be defined in a future version of MATLAB 

% handles    structure with handles and user data (see GUIDATA) 

global  normilization value 

value= get(eventdata.NewValue,'Tag') 

switch value 

    case 'pca'; 

      normilization =1 

    case  'ica'; 

       normilization=2 

end 

% --- Executes on button press in pushbutton14. 

function pushbutton14_Callback(hObject, eventdata, handles) 

% hObject    handle to pushbutton14 (see GCBO) 

% eventdata  reserved - to be defined in a future version of MATLAB 

% handles    structure with handles and user data (see GUIDATA) 

global value 

if (value == 'radiobutton13') 

dt=get(handles.uitable1,'Data'); 

 datac=dt; 

 save datac 

 cd=load('datac.mat'); 

 cd=cd.datac 
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 classificationLearner 

 elseif (value =='radiobutton15') 

 dt=get(handles.uitable1,'Data'); 

 datac=dt; 

 save datac 

 cd=load('datac.mat'); 

 cd=cd.datac 

 classificationLearner 

 end 

% --- Executes on button press in pushbutton15. 

function pushbutton15_Callback(hObject, eventdata, handles) 

% hObject    handle to pushbutton15 (see GCBO) 

% eventdata  reserved - to be defined in a future version of MATLAB 

% handles    structure with handles and user data (see GUIDATA) 

[filename, pathname] = uigetfile({ 

   '*.xlsx;*.xls','excel files (*.xlsx,*.xls)'; ... 

   '*.*',  'All Files (*.*)'}, ... 

   'Pick a file'); 

columnformat={''} 

set(handles.edit17,'string',filename); 

filet=[pathname,'\',filename]; 

n=xlsread(filet,''); 

 set(handles.uitable1,'Data',n,'ColumnFormat',columnformat); 

% --- Executes on button press in checkbox1. 

function checkbox1_Callback(hObject, eventdata, handles) 

% hObject    handle to checkbox1 (see GCBO) 

% eventdata  reserved - to be defined in a future version of MATLAB 

% handles    structure with handles and user data (see GUIDATA) 

% Hint: get(hObject,'Value') returns toggle state of checkbox1 

s=load('grpTrain.mat'); 
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s=s.grpTrain; 

d=get(handles.edit17,'string'); 

e=xlsread(d); 

join=[s,e]; 

set(handles.uitable1,'Data',join); 

% --- Executes on button press in pushbutton16. 

function pushbutton16_Callback(hObject, eventdata, handles) 

% hObject    handle to pushbutton16 (see GCBO) 

% eventdata  reserved - to be defined in a future version of MATLAB 

% handles    structure with handles and user data (see GUIDATA) 

global normilization value 

extract=get(handles.edit14,'string'); 

deta=xlsread(extract); 

 if (value== 'radiobutton13') 

 %data = load('feature.mat'); 

timing=tic; 

data=deta; 

deta=deta(:,2:end); 

fprintf('Orignal dimensions/features in dataset for each example\n') 

size(deta,2) 

fprintf('implementing PCA ..\n') 

[x_norm, mu, sigma] = featureNormalize(data); 

[U,S,X_reduce]= pca(x_norm,10); 

fprintf('Now the no. of dimesions/features in each instance of dataset is:\n') 

size(X_reduce,2); 

sz=size(X_reduce,2) 

pcareduce=X_reduce; 

save sz 

save pcareduce 

timing2=toc(timing); 
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timing2=num2str(timing2); 

secc=' seconds'; 

tm=[timing2,secc]; 

set(handles.text24,'string',tm); 

selectedf; 

 elseif (value == 'radiobutton15') 

     timing=tic; 

 grp=deta(:,1);  

 deta=deta(:,2:end); 

 save grp; 

 save deta; 

   ncomp=20; 

  [XL,YL,XS] = ica(deta,grp,ncomp); 

  save XS 

  timing2=toc(timing); 

  timing2=num2str(timing2); 

secc=' seconds'; 

tm=[timing2,secc]; 

set(handles.text24,'string',tm); 

  selectedf; 

 end 

% --- Executes on button press in checkbox2. 

function checkbox2_Callback(hObject, eventdata, handles) 

% hObject    handle to checkbox2 (see GCBO) 

% eventdata  reserved - to be defined in a future version of MATLAB 

% handles    structure with handles and user data (see GUIDATA) 

% Hint: get(hObject,'Value') returns toggle state of checkbox2 

s=load('grp.mat','grp'); 

s=s.grp; 

d=get(handles.edit17,'string'); 
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e=xlsread(d); 

join=[s,e]; 

set(handles.uitable1,'Data',join); 

% --- Executes on button press in radiobutton15. 

function radiobutton15_Callback(hObject, eventdata, handles) 

% hObject    handle to radiobutton15 (see GCBO) 

% eventdata  reserved - to be defined in a future version of MATLAB 

% handles    structure with handles and user data (see GUIDATA) 

% Hint: get(hObject,'Value') returns toggle state of radiobutton15 

classes = [1,2,3]; % possible classes/labels 

load CP-allGroups; 

features_1 = features(labels==classes(1),:); 

features_2 = features(labels==classes(3),:);   

%% random subSampling 

p = min(size(features_1,1), size(features_2,1)); 

idx = randsample(1:size(features_1,1),p); 

features_1 = features_1(idx,:); 

idy = randsample(1:size(features_2,1),p); 

features_2 = features_2(idy,:); 

features = [features_1;features_2];  

%% binarize labels 

labels = []; 

labels(1:p,:) = 1; 

labels(p+1:2*p,:) = 0; 

labels = logical(labels); 
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APPENDIX C 

LOADED DATA 

 

 

https://figshare.com/articles/Additional_file_4_of_RNA-

seq_analyses_of_changes_in_the_Anopheles_gambiae_transcriptome_associated_with_r

esistance_to_pyrethroids_in_Kenya_identification_of_candidate-

resistance_genes_and_candidate-resistance_SNPs/4346279/1 
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