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 Hand geometry has been a biometric trait that has attracted attention from 

several researchers. This stems from the fact that it is less intrusive and 

could be captured without contact with the acquisition device. Its application 

ranges from forensic examination to basic authentication use. However, 

restrictions in hand placement have proven to be one of its challenges. Users 

are either instructed to keep their fingers separate or closed during capture. 

Hence, this paper presents an approach to hand geometry using finger 

measurements that considers both closed and separate fingers. The system 

starts by cropping out the finger section of the hand and then resizing the 

cropped fingers. 20 distances were extracted from each finger in both 

separate and closed finger images. A comparison was made between 

Manhattan distance and Euclidean distance for features extraction. The 

support vector machine (SVM) was used for classification. The result 

showed a better result for Euclidean distance with a false acceptance ratio 

(FAR) of 0.6 and a false rejection ratio (FRR) of 1.2. 

Keywords: 

Biometrics 

Euclidean distance 

Hand geometry  

Manhattan distance 

Support vector machine 

This is an open access article under the CC BY-SA license. 

 

Corresponding Author: 

Adeniyi Jide Kehinde 

Department of Computer Science, Landmark University 

Omu-Aran, Nigeria 

Email: adeniyi.jide@lmu.edu.ng 

 

 

1. INTRODUCTION  

Biometrics as a means of identification has been an area of interest in recent years [1]. This can be 

attributed to its reliability and dependability when compared with the traditional methods of identification. 

Traditional methods of identification which include password, cards, tokens and so on are prone to being 

forgotten and easily getting lost [1], [2]. Biometrics is the use of a person’s behavioral or physiological trait 

for identification [3], [4]. Biometrics can be classified as being physiological or behavioral. Physiological 

uses what an individual is for identification while behavioral uses what an individual does for identification 

[5], [6]. Physiological biometric traits include hand geometry, palmprint, and face. Behavioral traits include 

signature, speech and so on. 

Hand geometry is the use of measurements taken from the human hand for recognition [6]. It is a 

physiological trait and several researchers have examined this biometric trait for identification [4], [7], [8]. 

Some of the advantages of this biometrics include easy of capture, easy integration with other biometric traits 

such as palmprint [9]. However, challenges to the use of this biometrics include restriction of hand pose 

during capture [8]. In most literatures, the approach is to specify that users are to keep their fingers separate 

during capture [1], [4], [7]. In some systems however, users are advised to keep their hands together during 

capturing [10], [11]. 

https://creativecommons.org/licenses/by-sa/4.0/
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Among these studies is the work of [8]. They proposed a hand geometry identification system for 

mobile devices. In their system, the mobile camera is used to capture the hand of the user. The users are 

instructed to separate their fingers during capture. The placement of the hand is in such a way to ensure skin 

color in five areas of the camera. This helps in hand color segmentation. Skin thresholding is used for the 

different color models. Morphological operations were used to remove noise, holes and blobs. 55 distances 

were measure from the hand image. For discrimination, Euclidean distance, bagged trees, k-nearest neighbor 

(KNN), latent Dirichlet allocation (LDA), subspace discriminant (SSD), subspace KNN (SKNN), and 

weighted KNN (WKNN) were used. Their method achieved an equal error rate (EER) of 0.9 at its best. 

Agbinya [7] also presented a model for biometric security systems using human palm geometry. In 

their system, hand acquisition was performed with the aid of a document scanner. The hands were captured 

with the fingers separated. After this, it was fed into a segmentation software. The hue, saturation and value 

(HSV) were used for hand segmentation. The left inner geometry, left outer geometry and right palm outer 

geometry were used as feature for the system. The length and angles of the fingers were extracted. 

A user identification system that made use of wavelet feature of human geometry graph was 

presented by [4]. The system made use of GPDS150 hand database. The database is made of hand images 

whose fingers are separate from each other. The system starts with grey scale conversion, then performs 

filtering (morphological filters) and binarization (using Otsu thresholding). Canny edge detection was used 

for hand segmentation. The wrist portion was cropped out of the image. To locate 12 nodes of the hand, the 

contour of the hand was traced. By locating twelve landmarks (nodes) after tracing the contour of the hand 

using eight connected component technique, the hand image was depicted as a weighted undirected complete 

connected graph. The Euclidean distance determines the weight of a pair of nodes in terms of the root of 

square differences among the coordinates. A multiclass support vector machine (SVM) classifier was 

employed to evaluate the efficiency of user recognition using biometric feature of hand geometry. 

Charfi et al. [12] provided a personal recognition system focused on local attributes, using hand 

modality. The hand images were obtained from the Bogazici University hand database and the fingers are not 

joined together. K-mean clustering was used for hand segmentation and the key-points of the hand were 

located. Ten finger lengths were measured and five measurements were taken from the center of the palm. 

Hand shapes were also extracted and fusion was performed with weighted sum rule using the EER for weight 

allocation. The scale invariant feature transform (SIFT) descriptor was used for features extraction. The 

Euclidean distance was used for matching. The results obtained showed a EER of 2.25, false acceptance ratio 

(FAR) of 2.46, false rejection ratio (FRR) of 2.1 and an RR=97.82. 

In [13], the authors proposed a Bimodal biometric framework for hand shape and palmprint 

recognition based on sparse SIFT representation. The Bosphorus hand database and the Indian Institute of 

Technology of Delhi (IITD) hand database were used for testing the system. The hand database had the hand 

images captured with fingers separated from each other. K-means clustering algorithm and by morphological 

operators were used for segmentation. SIFT was selected for fusion of both the hand geometry and the 

palmprint. SVM is used for classification. Cascading feature level fusion was used. A CIR of 96.15 was 

obtained. 

Khaliluzzaman et al. [11] presented a hand geometry-based personal verification system in a closed 

hands scenario. Digital camera and mobile phones were used for capturing hand images. During capturing of 

the hand image, there was no gaps or overlapping. The background of the captured image also has to be even. 

The system they proposed started with preprocessing. The preprocessing steps include skin color conversion 

from red, green, blue (RGB) to YCbCr, binarization and use of morphological operation to fill in the gaps, 

boundary extraction of right hand and region of interest extraction. The Euclidean distance was used for 

matching. A FAR of 2% and FRR of 1% was recorded. 

Comparative study of algorithms used for learning in biometric recognition using hand geometry 

was presented by [11]. A system was built using a Negatoscope, a wooden box and a digital single-lens reflex 

(DSLR) camera to obtain the images. Binarization and contour segmentation was performed for hand and 

finger segmentation. SVM, BayesNet and smoothened receptor (SMO) was used for classification. The 

comparative study was performed between the different classifiers used for classification. An accuracy of 

99.85% was recorded as the best result for SVM. This paper presents a finger geometry biometric system that 

identifies individual using hand geometry, irrespective of whether their fingers are closed or separate. 

 

 

2. RESEARCH METHOD 

The block diagram shown in Figure 1 depicts the major steps taken in identifying an individual’s 
hand using the measurements taken from the hand. The steps start with the acquisition of the hand image 

using a mobile device. After the acquisition, preprocessing steps follow. The preprocessing steps include 

grey conversion, edge detection, keypoint detection, size normalization, and normalized key-point detection. 
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After preprocessing, features are extracted, and classification is performed. The steps above are further 

examined below. 

 

2.1.  Grey conversion 

The input image to this biometric system is in the RGB color model and were manually acquired 

using a mobile device camera. In an RGB color model, each pixel is described in terms of its red, green and 

blue intensity. To convert the manually captured image into its grey form, the red, green and blue color value 

has to be mapped into a single value. The weighted average of the red, green and blue intensity of each pixel 

is computed as the grey scale intensity using (1): 

 I = 0.21X + 0.72Y + 0.07Z  (1) 

 

where X, Y and Z are the intensity values of a pixel’s red, green and blue color. Because of the sensitivity of 

humans to green, the weight assigned to green is higher than red and blue intensities. Some output image is 

shown in Figure 2. 

 

 

 
 

Figure 1. Image showing the major steps of the system 

 

 

   
 

Figure 2. Greyscale image of hand 

 

 

2.2.  Edge detection 

Edges in image are areas in images where there are notable changes in pixel intensity. They are used 

in images to filter out parts of an image. Canny edge algorithm is a common edge detection algorithm and it 

is credited as an optimal edge detector [14], [15]. The three criteria that Canny edge detection satisfies 

include low error rate, great localization and single response. Low error rate satisfies the condition that no 

edge should be missed and non-edge pixels should be ignored. Great localization implies the difference 

between the edges located by the indicator and the actual edges should be low. Single response simply means 

each edge should have a single response. Canny edge algorithm follows a series of steps to detect edges in 

images. The steps are [16], [17]. 

 

2.2.1. Filtering 

The first step in canny edge detection algorithm is filtering. Filtering an image removes noise from 

the image. Noises are unwanted parts of an image that is cause by several things including environmental 

factor, technological factor, noises introduced during transfer of file and so on. The most commonly used 

filtering method in canny edge algorithm is the Gaussian filter. In Gaussian filter, a Gaussian kernel function 

is used for filtering. The kernel function is expressed in (2) [12]. 

 G(a, b, σ) =  12πσ2 e−(a2+b2) 2σ2⁄  (2) 

 σ is the scale factor of space. The smaller the σ, the lesser the smoothing and rich edge of the image. a and b 

are the coordinates in x and y direction respectively. 
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2.2.2. Finding gradient 

After removing noise from the image, the algorithm finds the edge strength by calculating the 

image’s gradient. To obtain the gradient of the image, the Sobel operator is used. The Sobel operator 
performs a spatial gradient measurement of the image using a 2-D mask. The Sobel operator uses a pair of 

3x3 convolution masks to convolve the image. The two masks are shown in Figure 3. The Ga estimate the  

x-direction gradient, and Gb estimates the y-direction gradient. 

 

 

-1 0 +1 

-2 0 +2 

-1 0 +1 
 

+1 +2 +1 

0 0 0 

-1 -2 -1 
 Ga Gb 

 

Figure 3. The Sobel operator masks 

 

 |G| in (3) is the magnitude (or edge strength) of the image’s gradient. The direction of the edge is 
also obtained in this step and it is given in (3) [18]. 

 |G| = |Ga|  + |Gb|   (3) 

 θ = atan2(Gy, Gx) (4) 

 

The phase angle in computed using (4). In (4), θ will give an error if Ga is zero. Hence, to alleviate this, 

whenever Ga is zero, θ will be set to either 90° or 0°. When Ga  =  0, θ is set to 0° if Gy = 0. Otherwise, θ is 

set to 90° [18]. 

 

2.2.3. Traceable edge direction 

After obtaining the edge direction (θ), it is converted to a traceable direction on the image. To do 

this, if a pixel m is surrounded by other pixels x as shown in Figure 4. Then, there are only four possible 

directions in the neighboring pixel. The possible directions are 0° (in the horizontal direction), 45° (in the 

positive diagonal), 90° (in the vertical direction) and 135° (in the negative diagonal). So, the edge direction 

(θ) can be approximated to one of these directions (the closest). Figure 5 shows these divisions and the 

regions to summarize. 

 

 

v v v v v 

v v v v v 

v v m v v 

v v v v v 

v v v v v 

 

Figure 4. A pixel m surrounded by other pixels v 

 

 

 
 

Figure 5. Edge direction and their traceable direction 
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From Figure 5, edge directions that fall between 0° − 22.5° and 157.5° − 180° are set to 0°. Edge directions 

that fall between 22.5° –  67.5° are set to 45°. Edge directions between 67.5° − 112.5° are set to 90°. Edge 

directions that fall between 112.5° –  157.5° are set to 135° [19]. 

 

2.2.4. Non-maximum suppression 

After the edge directions have been converted to their traceable version, the pixels that are not 

considered edges are set to zero (suppressed). After non-maximum suppression is applied, the output is a 

thinned image. A thinned image is a compact representation of the pixels of an edge image where each edge 

is only one pixel in thickness [20]. 

 

2.2.5. Hysteresis 

The final step of Canny edge algorithm involves the use of hysteresis to eliminate breaking up of 

edge contours. This breaking up of edge contours is known as streaking. Streaking is as a result of the 

fluctuation of the output of the suppression stage below and above the threshold. If one threshold is used, as a 

result of the noise there would be cases where the edge goes below the threshold. Likewise, it could also go 

above the threshold value thereby creating dashed line appearance. To eliminate this, hysteresis uses a double 

threshold approach. The two thresholds are S1 and S2, where S1 is the threshold that is high and S2 is the 

threshold that is low. High and low threshold here means the value assigned to the low threshold S2 must be 

lower than the high threshold (S1). All pixels in the image with a value higher than S1 is taken as an edge 

pixel. Any pixel value that is less than S2 is taken as a non-edge pixel and thus suppressed. Pixel values that 

fall between S1 and S2 are taken to be an edge if they are connected to a pixel taken to be an edge pixel. 

Otherwise, they are assumed to be a false edge pixel and thus suppressed. Figure 6 shows the edge image 

obtained from some hands [17]. 

 

 

   
 

Figure 6. Edge image of hand 

 

 

2.3.  Key-point detection 

To detect the key-points of the hand, the edge image obtained after applying the Canny edge 

detection algorithm was traced. The tracing algorithm follows the edge pixel and locates the peak and valley 

of each finger. The algorithm is: 

 

Input: an edge image 
Key-point [9][2] 

P=0; 

peak=false 

valley=true 

Locate first edge pixel from the base of the image, starting from the left to the right 

while (p<9) { 

 Locate the next connected pixel (r, c) 

 If (peak==false) { 

  Keypoint (p,:)={row, col} 

  Peak=true 

  p++ 

  valley=false 

 } 

 If (valley==false) { 

  Keypoint (p,:)={row, col} 

  Peak=false 

  p++ 

  valley=true 

 } 

} 

Output: A 9 × 2 matrix with each row corresponding to a keypoint 
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After the first key-points were detected as shown in Figure 7 (with circle at the peak and valley of the 

fingers), they were used to crop out the finger parts of the hand. The cropped-out finger image was resized to 

640480 to normalize the size. Finally, new key-points were extracted from the finger image. This new  

key-point was passed to the feature extraction stage. This is show in Figure 8. 

 

 

   
 

Figure 7. Keypoint detection of hand edge image 

 

 

 

 

   

   

   
 

Figure 8. Finger cropping, hand resizing and second keypoint detection 

 

 

2.4.  Keypoint detection 

In the proposed system, the Manhattan distance and Euclidean distance were used to measure 

distances on the hand. These distances are taken as features of the hand. The Manhattan distance and 

Euclidean distance between two points 𝑗 and 𝑝 are as expressed in (5) [21] and (6) [22]. 20 features were 

extracted from the hand image. Taking the key-points for the hand as 𝑎 to 𝑖, then the distances taken are 𝑓(𝑥1) to 𝑓(𝑥20). 

 𝑀𝑎𝑛ℎ𝑎𝑡𝑡𝑎𝑛(𝑜, 𝑝) = |𝑗1 − 𝑗2| + |𝑝1 − 𝑝2| (5) 
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 𝑎 = 𝑝𝑒𝑎𝑘 𝑜𝑓 𝑡ℎ𝑢𝑚𝑏 𝑏 = 𝑣𝑎𝑙𝑙𝑒𝑦 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑡ℎ𝑒 𝑡ℎ𝑢𝑚𝑏 𝑎𝑛𝑑 𝑙𝑒𝑎𝑑𝑖𝑛𝑔 𝑓𝑖𝑛𝑔𝑒𝑟 𝑐 =  𝑝𝑒𝑎𝑘 𝑜𝑓 𝑙𝑒𝑎𝑑𝑖𝑛𝑔 𝑓𝑖𝑛𝑔𝑒𝑟 𝑑 = 𝑣𝑎𝑙𝑙𝑒𝑦 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑡ℎ𝑒 𝑙𝑒𝑎𝑑𝑖𝑛𝑔 𝑓𝑖𝑛𝑔𝑒𝑟 𝑎𝑛𝑑 𝑡ℎ𝑒 𝑚𝑖𝑑𝑑𝑙𝑒 𝑓𝑖𝑛𝑔𝑒𝑟 𝑒 = 𝑝𝑒𝑎𝑘 𝑜𝑓 𝑡ℎ𝑒 𝑚𝑖𝑑𝑑𝑙𝑒 𝑓𝑖𝑛𝑔𝑒𝑟 𝑓 = 𝑣𝑎𝑙𝑙𝑒𝑦 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑡ℎ𝑒 𝑚𝑖𝑑𝑑𝑙𝑒 𝑓𝑖𝑛𝑔𝑒𝑟 𝑎𝑛𝑑 𝑡ℎ𝑒 𝑟𝑖𝑛𝑔 𝑓𝑖𝑛𝑔𝑒𝑟 𝑔 = 𝑝𝑒𝑎𝑘 𝑜𝑓 𝑡ℎ𝑒 𝑟𝑖𝑛𝑔 𝑓𝑖𝑛𝑔𝑒𝑟 ℎ = 𝑣𝑎𝑙𝑙𝑒𝑦 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑡ℎ𝑒 𝑟𝑖𝑛𝑔 𝑓𝑖𝑛𝑔𝑒𝑟 𝑎𝑛𝑑 𝑡ℎ𝑒 𝑝𝑖𝑛𝑘𝑦 𝑓𝑖𝑛𝑔𝑒𝑟 𝑖 = 𝑝𝑒𝑎𝑘 𝑜𝑓 𝑡ℎ𝑒 𝑝𝑖𝑛𝑘𝑦 𝑓𝑖𝑛𝑔𝑒𝑟 𝑓(𝑥1) = 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑓𝑟𝑜𝑚 𝑎 𝑡𝑜 𝑏 𝑓(𝑥2) = 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑓𝑟𝑜𝑚 𝑏 𝑡𝑜 𝑐 𝑓(𝑥3) = 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑓𝑟𝑜𝑚 𝑐 𝑡𝑜 𝑑 𝑓(𝑥4) = 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑓𝑟𝑜𝑚 𝑑 𝑡𝑜 𝑒 𝑓(𝑥5) = 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑓𝑟𝑜𝑚 𝑒 𝑡𝑜 𝑓 𝑓(𝑥6) = 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑓𝑟𝑜𝑚 𝑓 𝑡𝑜 𝑔 𝑓(𝑥7) = 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑓𝑟𝑜𝑚 𝑔 𝑡𝑜 ℎ 𝑓(𝑥8) = 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑓𝑟𝑜𝑚 ℎ 𝑡𝑜 𝑖 𝑓(𝑥9) = 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑓𝑟𝑜𝑚 𝑎 𝑡𝑜 𝑑 𝑓(𝑥10) = 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑓𝑟𝑜𝑚 𝑏 𝑡𝑜 𝑒 𝑓(𝑥11) = 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑓𝑟𝑜𝑚 𝑑 𝑡𝑜 𝑔 𝑓(𝑥12) = 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑓𝑟𝑜𝑚 𝑓 𝑡𝑜 𝑖 𝑓(𝑥13) = 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑓𝑟𝑜𝑚 𝑐 𝑡𝑜 𝑓 𝑓(𝑥14) = 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑓𝑟𝑜𝑚 𝑒 𝑡𝑜 ℎ 𝑓(𝑥15) = 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑓𝑟𝑜𝑚 𝑎 𝑡𝑜 𝑓 𝑓(𝑥16) = 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑓𝑟𝑜𝑚 𝑐 𝑡𝑜 ℎ 𝑓(𝑥17) = 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑓𝑟𝑜𝑚 𝑏 𝑡𝑜 𝑔 𝑓(𝑥18) = 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑓𝑟𝑜𝑚 𝑑 𝑡𝑜 𝑖 𝑓(𝑥19) = 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑓𝑟𝑜𝑚 𝑎 𝑡𝑜 ℎ 𝑓(𝑥20) = 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑓𝑟𝑜𝑚 𝑏 𝑡𝑜 𝑖 
The distances 𝑓(𝑥1) to 𝑓(𝑥20) were taken for opened fingers and closed fingers. Both closed and 

open finger hand images were collected 4 times to train the classifier. Four false hands were also used for 

training the classifier. This led to a total training set of 8 for each hand. Similar features were also extracted 

with Euclidean distance. The distances are shown in Figure 9. 

 

 

   
 

Figure 9. Distances measured from the fingers of the hand 

 

 

2.5.  Matching 

For matching, the SVM was used as the classifier. SVM has been a tool used greatly in pattern 

recognition and classification [5], [9], [23]. It is a binary classification method by supervised learning. SVM 

has a relatively high accuracy for binary classification [24]. To use this classifier, there is need to select a 

good kernel and adjust the parameters of the functions to obtain the best accuracy [6], [25]. For a data that is 

linearly separable, we can obtain an hyperplane f(x)=0 that separate the data as shown in (7) [26]. 

 𝑓(𝑥) = ∑ 𝑤𝑖𝑛𝑖=1 𝑥𝑖 + 𝑏 = 0  (7) 
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by 𝑤 and 𝑏. 𝑖 is either  

 𝑤. 𝑥𝑖 + 𝑏 ≥ 1 for 𝑥𝑖 in one class or  

 𝑤. 𝑥𝑖 + 𝑏 ≤ −1 for 𝑥𝑖 in the other class 

 

 

3. RESULTS AND DISCUSSION 

A total of 1,000 hand images was used to train and test the system. The hands were captured in a 

non-constrained manner. Users were at liberty to join some or all the fingers. The background was made as 

even as possible during capture. The hands were capture from 20 individuals, each with a minimum of  

20 hand images. 12 out of the volunteers were male and the rest female. The hand images had 500 genuine 

and 500 impostors. 50% (500 images) of the captured images was used for training the system. The 

remaining 50% (500 images) was used for testing. The system was tested on a DELL Inspiron n4110 laptop 

with a RAM of 4 GB and a dual core i3 processor with a frequency of 2.20 GHz each. After training a hand 

with SVM, the optimized objective function obtained from extracting features with Manhattan distance is 

depicted using Figure 10. The function evaluation is also shown in Figure 11. 

 

 

 
 

Figure 10. Manhattan objective function model 

 

 

 
 

Figure 11. Manhattan function evaluation 



Int J Elec & Comp Eng  ISSN: 2088-8708  

 

Hand geometry recognition: an approach for closed and separated fingers (Adeniyi Jide Kehinde) 

6087 

The objective function model is shown in Figure 12. Figure 13 shows a MaxObjectiveEvaluations of 

30 was reached and the total function evaluation was 30. The total time elapsed was about 226.5119 s. The 

observed objective function value was 0.33333 and the estimated objective function value was 0.33276. A 

similar MaxObjectiveEvaluation and total function was noted for Euclidean based features extraction. The 

time was however 99.8098 s. The observed objective function value and estimated objective function value 

were both 0.33333. The graphs are depicted in Figures 12 and 13. 

 

 

  
  

Figure 12. Euclidean objective function model Figure 13. Euclidean function evaluation 

 

 

The system was tested with manually acquired images of closed and open finger. The confusion 

matrix of both distance metrics is depicted in the Tables 1 and 2. The false acceptance ratio (FAR) and false 

rejection ratio (FRR) were obtained using (8) and (9). For the features extracted with Manhattan distance, a 

FAR and FRR of 0.8 and 1.6 were obtained respectively. The Euclidean distance produced a FAR of 0.6 and 

an FRR of 1.2 It was observed that while the results were relatively close, for features extraction, the 

Euclidean distance performed slightly better that the Manhattan distance. However, from the confusion 

matrix in Tables 1 and 2, the false positive (FP) and false negative (FN) of Euclidean distance was less than 

that of Manhattan distance by 1.  

 𝐹𝐴𝑅(𝐹𝑃𝑅) = 𝐹𝑃𝐹𝑃+𝑇𝑁  (8) 

 𝐹𝑅𝑅(𝐹𝑁𝑅) = 𝐹𝑁𝐹𝑁+𝑇𝑃 (9) 

 

Where FP is the false positive, TN is the true negative, FN is the false negative, TP is the true positive, FPR 

is the false positive rate and FNR is the false negative rate. 

 

 

Table 1. Confusion matrix for Manhattan distance 
No=500 Predicted no Predicted yes  

Actual no 248 2 250 

Actual yes 4 246 250 

Total 252 248 500 
 

Table 2. Confusion matrix for Euclidean distance 
No=500 Predicted no Predicted yes  

Actual no 249 1 250 

Actual yes 3 247 250 

Total 252 248 500 
 

 

 

3.1.  Comparison of result 

Comparing the FAR and FRR of Euclidean distance and Manhattan distance shows that the result of 

Euclidean distance is less than that of Manhattan distance. This can be traced to the FP and FN of both 

distances. The FP and FN obtained for Euclidean distance were less than that of Manhattan distance by 1. 

Examining further, it was observed that this can be traced to the distance measured by each. Euclidean 

distance was obtained in two decimal places while Manhattan produced an integer. This was observed to be 

the difference between the instance where FP and FN increased in Manhattan distance. Furthermore, Table 3 

shows a comparison of the result obtained from this system and those from other similar systems. 
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Table 3. Comparison of result with similar systems 
Paper Restriction FAR (%) FRR (%) 

[4] Separate fingers 0.34 1.38 
[6] Separate fingers 0.69 2.08 
[12] Separate fingers 2.46 2.1 
[11] Closed fingers 2 1 

Our method Closed and separate fingers 0.8 1.6 
0.6 1.2 

 

 

4. CONCLUSION 

In this paper, we presented an approach to the use of measurements taken from the human hand for 

recognition. This technique solves the open finger/closed finger constraint on hand geometry. Experimental 

results show a good accuracy. The contribution of this paper includes the presentation of a method to solve 

close fingers/open fingers challenge of hand geometry. It compares Manhattan distance and Euclidean 

distance as a feature extraction method in hand geometry. It was observed that the FAR and FRR for 

Euclidean distance was a little lower than Manhattan distance. The training time required for Euclidean 

distance is also considerably lower than that of Manhattan distance for the same amount of training dataset. 

The paper also presented a method for normalizing measurements taken from the fingers irrespective of the 

distance of capture. This further increased the accuracy of the distances measured on the image as the images 

were normalized. 
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